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In some areas of application, especially in medical and engineering studies, we could have two
lifetimes 77 and T3 associated with each unit. Usually, these data are assumed to be independent,
but in many cases, the lifetime of one component could affect the lifetime of the other component.
This is the case as an example in the medical area of paired organs like kidneys, lungs, eyes, ears,
dental implants among many others. In the literature we observe many papers related to bivariate
lifetime parametric models. One of these bivariate lifetime distributions is very popular: the bivariate
exponential distribution introduced by Block and Basu (1974). This is one of the most flexible bivari-
ate exponential distributions and it was derived by Block and Basu by omitting the singular part of
Marshall and Olkin distribution [4]. We develop a Bayesian analysis for bivariate lifetime data con-
sidering a generalization of the bivariate exponential distribution of Block and Basu in the presence
of censored data, covariates and cure fraction. Posterior summaries of interest are obtained using
standard MCMC methods as the popular Gibbs Sampling algorithm [2] or the Metropolis-Hastings
algorithm [1]. Posterior summaries of interest for each model are simulated using standard MCMC
methods. We also have used the rjags package [5] for R software [6]. Just Another Gibbs Sampler
(JAGS) is a program for analysis of Bayesian hierarchical models using Markov Chain Monte Carlo
(MCMC) simulation not wholly unlike BUGS. In this application, we consider a data set [3] with 197
patients were a 50% random sample of the patients with "high-risk" diabetic retinopathy as defined
by the Diabetic Retinopathy Study (DRS).
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In this paper, we introduce a Bayesian analysis for correlated pharmacokinetic parameters as-
suming a multivariate Student t-distribution. This modeling is compared with usual bioequivalence
models assuming normal distributions for the error terms of the model and also for the random ef-
fects usually considered to model pharmacokinetic parameters. The Bayesian analysis is developed
using standard MCMC (Markov Chain Monte Carlo) methods. The use of a heavy tail distribution
given by the Student t-distribution could be a good alternative to analyse pharmacokinetic param-
eters especially in the presence of outlier observations. To assess the biological equivalence of two
formulations (see for example, Chow et al., 2003), that is, if two formulations are bioequivalent, the
plasma concentration data are used to assess key pharmacokinetics parameters such as the area un-
der the curve, AUC and peak concentration, Cy,,,. Also it is possible to consider the time where
occurs the maximum concentration, 7},,;. The bioequivalence study usually is performed assuming
independent normal distributions (see for example, Ghosh and Gonen, 2008) for the bioequivalence
measures, usually in the logarithmic scale with unknown variances. Since the Student t-distribution
has more heavy tails which can give more robustness and better fit for these discordant measures,
we assume the multivariate Student t-distribution to jointly analyse the pharmacokinetic parameters
AUC and C,,q4, as an alternative for the multivariate normal distribution [Souza et al. (2009)].
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Data collected from correlated processes arise in many diverse application areas including studies
in environmental and ecological science and in both real and computer experiments. Often, such data
are used for predicting the process at unobserved points in some continuous region of interest. The
design of the experiment from which the data are collected may strongly influence the quality of the
model fit and hence the accuracy of subsequent predictions. The objective of this work is to obtain

28



XXIX-th European Meeting of Statisticians, 2013, Budapest Adamou—Afanasyev

an optimal choice of design to allow precise prediction of the response at unobserved points using
an appropriate statistical model.

We consider Gaussian process models that are typically defined by a spatial correlation structure
that may depend upon unknown parameters. This correlation structure may affect the choice of
design points, and must be taken into account when choosing a design.

We illustrate a new approach for the selection of Bayesian optimal designs using a decision the-
oretic approach and an appropriate loss function. To avoid the computational burden usually asso-
ciated with Bayesian design, we have developed a new closed form approximation that allows fast
approximation of the objective function. The resulting designs are illustrated through a number of
examples using applications from both spatial statistics and computer experiments.
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The last few years have seen an exciting development in what is reputedly one of the most eso-
teric areas of pure mathematics: Algebraic Topology. A small but rapidly growing group of dedicated
mathematicians is actually trying to apply it to real world problems, and, as a result, ‘Applied Alge-
braic Topology’ is no longer an oxymoron. Parts of this project are not totally new. For example, the
brain imaging community has been using random fields and topology for quite some time, leading
to the notion of ‘topological inference’. However, what is completely new is the mathematical so-
phistication of the techniques now being applied to areas as widespread as data mining, dimension
reduction, and manifold learning, all topics familiar to statisticians, as well as to areas classically
outside of Statistics.

In the talk I shall describe some of the new ideas that have arisen in Applied Algebraic Topology,
and discuss the challenges they raise for Statistics and Probability. I will give examples via easy to
understand (but not so easy to prove) results about the persistent homologies of random fields and
random complexes, describing both their theory and applications.

The main aim of this lecture will be to convince statisticians and probabilists that there is an entire
new area crying out for probabilistic modelling and statistical analysis, and to maybe motivate some
of them to participate in solving the exciting challenges it is already providing.
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Let (pi, i), i € N, be a sequence of independent and identically distributed random vectors such
that pr + 1 = 1, p1 > 0, ¢ > 0. It is the main assumption that Eln (q1/p1) = 0, En? (q1/p1) = o2,

0<o?< oo

Let {Z;,i € Ny} be a branching process in random environment with one immigrant in each genera-
tion. The reproduction distribution of a representative (or an immigrant) of i-th generation has the
view {pi-i-qul‘:-la ke No}.
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Suppose that Sp = 0, S, = Y1, s, n € N, where 5;; = In(¢;/p;), i € N. Suppose also that
an = exp(—=Sy), by = Z?:_ol a;, n € N. Introduce for n € N a random process Y,: Y, (0) = 0,
Ya (t) = aLntJZLntJ/bLntJ fort > 0.

Let W be a Brownian motion and {v,,n € N} be a sequence of independent random variables
distributed by exponential law with parameter 1 (W and {~,,n € N} are independent). Suppose that
L (t) = infse[o,t] W (S), t>0.

Describe finite-dimensional distributions of a random process Y = {Y'(¢),¢ > 0}. The random
vector (Y (t1),...,Y(ty)) for 0 < t; < ty < ... < t, m € N, has the same distribution as the
following random vector (?1, .. ,)Afm): }Afl =~ and, if ?k =~ fork <m,i € Nand L (tp41) = L (tx),
then i}k+1 = ?k, but if L (tx41) < L (t), then i}k+1 = 7i+1. The following theorem was proved in
[Afanasyev (2012)].

Theorem 1. If the main assumption is valid then, as n — oo,
Y, =Y,

where the symbol = means convergence of finite-dimensional distributions.

Let W* be an inverse Brownian meander W* (this is a Brownian motion on [0, 1] conditioned to
attain its minimum at moment 1) and {~v,,n € N} be a sequence of independent random variables
distributed by exponential law with parameter 1 (W* and {~,,n € N} are independent). Suppose
that L* (t) = infyejo g W™ (s), t € [0,1]. A process Y* = {Y*(t),t € [0,1]} is defined similarly the
process Y with replacement {L(t),¢ € [0, 1]} for {L*(¢),¢ € [0, 1]}.

Theorem 2. If the main assumption is valid then, as n — oo,

{(Ya(t),t€[0,1] [ ¥, (1) =0} = Y.
Acknowledgment. This work was supported by the Program of RAS "Dynamical systems and control theory".
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The major challenge in system biology is to understand the behaviour of actual biological net-
works which have many genes and dense interactions. In order to construct such complex systems
and make inference about the model parameters, certain levels of summaries are needed to be done
so that the final network can, at least, explain the main description of the actual biological events.
There are two major approaches, namely, deterministic and stochastic methods, to model the com-
plex systems. The former can describe the random nature of the system, via the number of molecules
in the environment whereas, the latter can explain the network under stead-state conditions. In
this study we investigate the possible modelling of moderately complex system via deterministic
approaches under the assumption that the genes are measured at different levels of concentrations
through times.
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Thereby in deterministic models of the dynamic data, we consider nonparametric and paramet-
ric alternatives. In nonparametric approach, we apply MARS (Multivariate Adaptive Regression
Splines) methods that are based on the nonlinear regression modelling via splines. On the other
hand among parametric approaches, we implement GGM (Gaussian Graphical Models), Bernstein
polynomial and Szasz Mirakyan polynomial that depend on normal, binomial, and poisson distri-
bution, respectively. In application we perform simulated datasets which have small and moderate
dimensions. Finally in order to evaluate the estimated networks from each approach and under dif-
ferent network sizes, we select certain model selection criteria such as false positive rate, recall, and
accuracy measures, and compare the results with the true network. We believe that the outcomes of
this study can be helpful also for inference of large networks and real data application that we aim to
extent in future studies.

Acknowledgment. The author would like to thank the EU FP-7 Collaborative Project (Project No: 26042) for their
support.
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In this paper, we consider the parameter estimation for extension exponential-geometric (EEG)
distribution based on progressive Type-II censored sample. The maximum likelihood estimates
(MLEs) are obtained. Bayes estimates of parameters are also discussed by using Tierney-Kadane
approximation under quadratic loss function. The approximate confidence intervals based on Fisher
information matrix are obtained. The performance of MLEs and Bayes estimates are investigated in
that their estimated risks by simulation study for different parameter values and censoring schemes.
Simulation study is also perfomed to get coverage probabilities of approximate confidence intervals.
Finally, a numerical example is given to illustrate the methodology.
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31


http://www.statsoft.com/textbook/stmars.html
http://www.statsoft.com/textbook/stmars.html

Ahn XXIX-th European Meeting of Statisticians, 2013, Budapest

Generalized Isotonized Mean Estimators for Judgement
Poster Post-stratification with Multiple Rankers

JOHAN LiM*, SOOHYUN AHN*$, XINLEI WANG!, MIN CHEN?

*Department of Statistics, Seoul National University, Seoul, Korea,

TDepar’cment of Statistical Science, Southern Methodist University, Dallas, Texas, U.S.A.,
iDepartment of Clinical Science, U.T. Southwestern Medical Center, Dallas, Texas, U.S.A.
Semail: puppy0603@snu.ac.kr 8:shahn203.tex,session:POSTER

This paper proposes a new set of estimators of population mean from JPS with multiple rankers.
Suppose Y is the variable of interest that is absolutely continuous with population mean 4 and finite
variance 2. The JPS data with multiple rankers are constructed as follows. First, select a simple
random sample of n units, on each of which the value of Y is measured. For each unit ¢ (1 < i < n),
an additional H —1 units are randomly selected and the judgment order of ¥; among its H comparison
units by the k-th ranker, denoted by O, ;, is determined subjectively without measuring the H — 1
units. Thus, the JPS sample with m multiple rankers consists of data of the form {Y;, Oi}?zl with
O; = (0i1,...,0im), and the n measured units fall into H™ post-strata formed by the orders. Let
Y|y denote Y'|O = r, any observation falling in the r—th post-stratum, where r = (ry,...,7,) and
eachry € {1,--- H}. Let ny, ?[r], Hir)s and a[zr] denote the number, sample mean, mean and variance
of the observations in the r-th stratum.

Three nonparametric mean estimators have been proposed for JPS with multiple rankers in the
literature, the estimator by MacEachern et al.(2004), the raking estimator and the best linear unbiased
estimator by Stokes et al.(2007). All three estimators can be written as

A=Y AT, 1)

for different estimators of 7, where Y7, is the sample mean of the r-th stratum. In this paper, we
propose a new set of mean estimators by extending the Wang et al.(2008) to JPS data with the mul-
tiple rankers. Wang et al.(2008) considered the monotonicity among means of judgement strata and
proposed an isotonized mean estimator. In addition, they numerically showed that the isotonized
mean estimator performed better than the original JPS estimator. For multiple ranker problem, we
consider the matrix partial order among pjs. To be specific, we assume that Fj,;s, the stratum CDFs,
are stochastically ordered in the sense that, if r; < ry in a component-wise manner, then, for any
Yy € R, Fir,1(y) > Fr,)(y). The stochastic order in stratum CDFs introduces the built-in ordering in
the means of the strata; that is, if ry < ry, then ) < pyp,). However, the sample means ?[r]s, the
most common empirical estimator of y, often do not satisfy the order constraints. Therefore, we
propose to modify the sample means ?[r]s by solving the following generalized isotonic regression
problem:

minimize ). n, (?[r} — ,u[r])2

subject to Biey] < Bir)s if r1 <ro.

(2)

To solve the algorithm, we use the pooled-adjacent-vaiolator algorithm iteratively. We finally suggest
a set of new estimators

it = ey, 3)

where ﬁ’[“r}s are the solution to the above optimization problem.
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Mosquito investation and management has a number of social and economic implications in all
societies. Because poorly managed single implement control strategies leading to an outbreak can
be devastating, attempts are usually made to use more than one control methods regardless of envi-
ronmental cost consideration. This consideration, among others, suggests the need for a quantitative
evaluation of all the methods in use at a particular time so as to determine the benefit(s) which may
be obtained from both the individual agents as well that of all inputs combined. In this work, we
attempt to model the plausible benefit derivable from the application of a number of (single) inputs
independently, as well as possible relative values whenever there are more than one inputs in play.
The work is applied to a real dataset generated from a population with a good level of heterogeneity.
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Extensive studies have been done in these 10 years on inference of genetic networks using gene
expression time series data, and a number of computational methods have been proposed. How-
ever, there is not yet an established or standard method for inference of genetic networks. One of
the possible reasons for the difficulty of inference is that the amount of available high-quality gene
expression time series data is still not enough, and hence it is intrinsically difficult to infer the cor-
rect or nearly correct network from such a small amount of data. Therefore, it is reasonable to try to
develop another approach. For that purpose, we proposed an approach called network completion [1]
by following Occam’s razor, which is a well-known principle in scientific discovery. Network com-
pletion is, given an initial network and an observed dataset, to modify the network by the minimum
amount of modifications so that the resulting network is (most) consistent with the observed data.

Using a Boolean model, we proved some computational complexity results in [1]. Since these
result were not practical, we proposed a practical method named DPLSQ based on least-squares
fitting and dynamic programming [2], where the former technique is used for estimating parameters
in differential equations and the latter one is used for minimizing the sum of least-squares errors
by integrating partial fitting results on individual genes under the constraint that the numbers of
added and deleted edges must be equal to the specified ones. One of the important features of
DPLSQ is that it can find an optimal solution (i.e., minimum squared sum) in polynomial time if the
maximum indegree of a network is bounded by a constant. Although DPLSQ does not automatically
find the minimum modification, it can be found by examining varying numbers of added/deleted
edges, where the total number of such combinations is polynomially bounded. If a null network (i.e.,
a network having no edges) is given as an initial network, DPLSQ can work as a usual inference
method for genetic networks.

Very recently, we extended DPLSQ for completion of time varying networks such that it can
identify the time points at which the structure of gene regulatory network changes [3]. For this
extension, a novel double dynamic programming method was developed in which the inner loop
is used to identify static network structures and the outer loop is used to determine change points.
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Both DPLSQ and its extension were shown to be effective via applications to completion of genetic
networks by using artificially generated time series data and real gene expression time series data.
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The study of changes in the patterns of bird arrival data is an important problem in phenology
as the bird migratory processes can serve as potential bioindicators of climate change. To this end,
several recent studies have analyzed trends of ecological processes such as bird migration patterns
and provided evidence that pattern changes in these processes are correlated with climate effects.
However, most studies ignore spatial and temporal variability in migration data and this often re-
sults in loss of important information across spatial and temporal scales. Critically, as the impact
of climate change on natural processes may not be consistent over time and space, spatio-temporal
analysis of bird migration processes allows climate scientists to better understand changes and shifts
in migration patterns. We discuss a spatio-temporal modeling framework for analyzing birds spring
arrival data which also allows for investigating potential links to climate indices. To demonstrate
the methodology, we use two citizen science databases for Purple Martins; historic bird arrival data
(1905-1940) from the North American Bird Phenology Program (BPP), and data for recent years (2001-
2010) from the Purple Martin Conservation Association. Our results show significantly earlier spring
arrivals for Purple Martins in most of the U.S. (South, Midwest, Mid-Atlantic, and North West) with
link to Winter North Atlantic Oscillation. Finally, as most long-term phenological studies (including
ours) heavily rely on data obtained from citizen science programs, we discuss potential sources of
bias in these data sets and in general, sampling issues related to citizen science programs. Potential
improvements will be discussed in order to obtain high quality data from these efforts.
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Consider a random regular graph with degree d and of size n. Assign to each edge an i.i.d.
exponential random variable with mean one. In the first part, we establish a precise asymptotic
expression for the maximum number of edges on the shortest-weight paths between a fixed vertex
and all the other vertices, as well as between any pair of vertices. This is a joint work with Yuval
Peres [1]. We then analyze the impact of the edge weights on distances in sparse random graphs.
Our main result consists of a precise asymptotic expression for the weighted diameter and weighted
flooding time when the edge weights are i.i.d. exponential random variables. This is based on a joint
work with Moez Draief and Marc Lelarge [2].
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This talk revisits the classical inference results for profile quasi maximum likelihood estimators
(profile MLE) in the semiparametric estimation problem. We mainly focus on two prominent theo-
rems: the Wilks phenomenon and Fisher expansion for the profile MLE are stated in a new fashion
allowing for finite samples and for model misspecification. The method of study is also essentially
different from the usual analysis of the semiparametric problem based on the notion of the hardest
parametric submodel. Instead we apply the local bracketing and the upper function devices from
Spokoiny (2011) [1]. This novel approach particularly allows to address the important issue of the
effective target and nuisance dimension and it does not involve any pilot estimator of the target
parameter. The obtained nonasymptotic results are surprisingly sharp and yield the classical asymp-
totic statements including the asymptotic normality and efficiency of the profile MLE.

The talk explains the main ideas of these results. Further it is shown how the local quadratic
bracketing device and the bounds for parametric maximum likelihood estimators from Spokoiny
(2011) [1] serve as tools to derive a general convergence result for the alternating procedure to ap-
proximate the profile maximum likelihood estimator.

Acknowledgment. This research was partially supported by the German Research Foundation (DFG), grant No.:
1735.
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We consider estimation and order selection for ARMA processes with asymmetric GARCH in-
novations. These series are correlated with conditional heteroscedasticity and can exhibit a leverage
effect. Series of this nature are frequently observed in economics and finance, and are often quite
heavy-tailed, so Gaussian maximum likelihood estimators are not relatively efficient. Hence, non-
Gaussian quasi-maximum likelihood estimation is considered in this paper. Under mild conditions,
estimators of the ARMA and GARCH model parameters are shown to be consistent and we give
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a limiting distribution for the estimators. The limiting result can be used to develop chi-squared
tests for ARMA-GARCH order selection, which can be used along with the AIC/BIC order selection
statistics. When all parameters are in the interior of the parameter space, the limiting distribution is
Gaussian. Simulation results show the asymptotic theory is indicative of finite, large sample behav-
ior. We use our results to fit an ARMA-GARCH model to financial data.

Acknowledgment. This research was partially supported by the U.S. National Science Foundation, grant No.:
DMS0806104.
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Space-Time data arise in many different scientific areas, such as environmental sciences, epidemi-
ology, geology, marine biology, to name but a few. Hence, there is a growing need for statistical
models and methods that can deal with such data. In this talk we address the need for parametric
covariance models which account not only for spatial and temporal dependencies but also for their
interactions. It has been argued by many researchers separability of the covariance function can be a
very unrealistic assumption in many settings. Hence we propose nonseprable space-time covariance
structures which have celebrated Matern family for their spatial margins. Our covariances possess
many desirable properties as we demonstrate. For example, the proposed structures allow for the
different degree of smoothness for the process in space and time. Moreover, our covariances are
smoother along their axis than at the origin. We also describe a simple modification to our family to
address the lack of symmetry.
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The Matérn model plays an increasing role in the spatial statistic in recent years. For the Matérn
model the corresponding isotropic spectral density is
2 2v
(o’
flu) = d/2( 2 & o2\ tdj2
T2 (a? + u2)vt+d/

where d is the dimension, o2 is the variance, @« > 0 and v > 0 are scale and smoothness parame-
ters, respectively. Previously it was proved that condition d < 4 guarantees the equivalence of the
probability measures corresponding to different scale parameters. Similarly it was proved that the
measures are orthogonal at the case d > 4. In the present talk we prove the orthogonality of the
measures for the different scale parameters for d = 4. At the nonstationary case we calculate the
Radon-Nikodym derivative of the measures corresponding to different scale parameters (d < 4).
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In a Bayesian context, the set of nondominated actions is considered a first approximation of the
solution. Sometimes, this set often is too big to take it as the solution of the problem. So, different
criterions are considered to choose an optimal alternative inside the nondominated set. Some au-
thors recommend choosing the conditional I'-minimax, the posterior regret I'-minimax or the least
sensitive alternatives (see Arias-Nicolas et al. 2009). In this work, we apply stochastic order to study
the rank of the Bayes actions considering the exponential family of prior distributions and a class of
quantile loss functions defined as £ = {L, : Ly(a,0) = |a — 0| + a(2p — 1), p € [po,p1]}. The Bayes
actions under this model coincide with the quantiles of posterior distributions.

We consider X belong to a one parameter exponential family having a quadratic variance, which
has been characterized by Morris (1982). The probability measures of X over an interval (6p,6;) C
{0 € R : ab? + b0 + cand g(f) > 0} has a density of the form f(z|) = g(0)e?®* 2 € R, where
g and ¢ are continuosly differentiable real-valued functions satisfying ¢’(0) = 1/(a6? + b0 + ¢) and
g(0)/g(0) = —0/(ab? + b0 + c).

We consider the class I' = {m, g(#), with 8 € [31, 2]} of conjugate prior distributions over the
parameter 6, with density function 7, 5(f) = C~* g°(0)eP10),

The relationship between a prior distribution 7(¢) and its corresponding posterior distribution
7(6|z), through Bayes Theorem, is not a simple relationship that allows to obtain properties of the
posterior distribution just by observing properties of the prior distribution.

We find the ideal tool for this study in the theory of stochastic orders. The applications of such
orders notably simplifies the calculus of the non-dominated set. In particular, we show that the
prior distributions in I" can be ordered in likelihood ratio sense and, therefore they are stochastically
ordered.

If two random variables are stochastically ordered, this implies that all their location parameters
are also ordered. Let us remember that, in many examples in decision theory, the Bayes alternatives
are the location parameters of the posterior distributions. Besides, it is immediate, from the defi-
nition, that the stochastic order between two variables implies the order between their respective
quantiles.

Based on Theorem 2.1 in Arias-Nicolds et. al 2006, we show a result to the calculus of ranking of
Bayes actions when we have imprecision in Decision Maker’s beliefs and preferences.

Acknowledgment. This research has been partially supported by Ministerio de Ciencia e Innovacion, grant No.:
MTM2011-28983-C03-02 and partially funded by the European Regional Development Fund (FEDER).
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In aquatic research and biomonitoring, benthic macroinvertebrates are often used to make state-
ments of ecosystem quality and analysis on different ecological aspects. In Finland, ecological status
assessment of rivers using benthic macroinvertebrates is based on a combination of three indices,
aiming to incorporate the normative definitions of the European Union Water Framework Directive
(WFD). One of the indices is the Percent Model Affinity (PMA, [Novak and Bode, 1992]), which mea-
sures the difference between observed macroinvertebrate assemblage and an ideal, "reference status"
(i.e. model), assemblage.

The PMA index uses abundance data and first calculates the mean observed proportions of taxa
over all reference site samples. Proportions are then standardized so that their sum is one. Second,
for any new sample, observed proportions of taxa are compared to the corresponding reference status
proportions by calculating their absolute difference. The PMA index produces values ranging from 0
to 1, with 1 being from a sample that has identical proportions to the standardized proportion mean
of the reference status, and thus indicates excellent status of the communities. However, the original
PMA does not account for the variability of proportions in reference sites. We propose to modify
the PMA index, by weighting the distances between the observed proportions and the standardized
proportion means so that high variability in reference sites will tend to reduce the distance and low
variability in reference sites will increase it. The performance of the proposed version of the PMA
index is compared to the original PMA in reference and impacted sites using data provided by the
Finnish Environment Institute.

Acknowledgment. This research was partially supported by the Maj and Tor Nessling Foundation, grant No.:
2013138.
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Functional connectivity as measured using brain imaging techniques such as functional magnetic
resonance imaging (fMRI) is profoundly changing the understanding of how the brain works. How-
ever, given the size of brain imaging studies, where there are typically on the order of a million voxels
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(volume elements) recorded per time point, it is infeasible to examine the full spatial covariance ma-
trix to establish connectivity links. This often leads to Region-Of-Interest analysis being performed
or correlations across the whole brain being determined to a very small number of “seed” voxels.

In this work we will propose a functional data analysis methodology for whole brain connectivity.
Rather than examining the whole covariance structure explicitly, we define an eigen-adjusted covari-
ance system, where the eigenvalues of the functional principal component analysis are assumed to
depend on a covariate (namely spatial location within the image). The eigen-adjusted PC scores then
provide a summary of the connectivity, for which a multivariate clustering procedure can be used to
define brain locations with similar connectivities.

We will provide a theoretical statistical justification for general framework of eigen-adjusted
FPCA and illustrate the application of the technique in a study of 200 resting state fMRI scans which
are used to estimate functional connectivity.
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The main goal of this contribution is to introduce a new statistical depth function: the LeL depth
(the Length of the Longest run depth) function. Roughly speaking, the depth of a point z € R,
d > 1, quantifies the degree to which z is centrally located in a dataset X1, ..., X,,. The LeL depth of
apoint z € R, d > 1, noted LeL D,,(z), is constructed as follows. Given an hyperplane containing ,
consider the length of the longest run of observations consecutively (with respect to some ordering
criterion) on the “same side” of the hyperplane. The LeL depth of the point x is then defined as a func-
tion of the maximum of these lengths over all the possible orderings and all the possible hyperplanes
containing x.

Various properties of the LeL depth function are explored. First, some asymptotic properties of
the LeL depth for large sample sizes are studied. Then, a new type of symmetry, the L—symmetry is
defined and compared to others symmetries such as the C-symmetry and the H-symmetry.

It is shown that the LeL depth function possesses the four desirable properties of statistical depth
functions introduced by Liu (1990) and Zuo and Serfling (2000). These properties are affine invariance
(the depth of a point should not depend on the underlying coordinate system or on the scales of the
underlying measurements), maximality at a center, monotonicity (as a point moves away from the
“deepest point” -the point with the greatest depth-, the depth of this point should decrease) and
vanishing at infinity.

Moreover, some bounds for the value of the LeL depth of the deepest point are given. Finally, the
LeL depth is compared to other classical depth functions for some datasets.
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Modeling the dynamics of the assets” returns has been extensively researched for decades and
the topic yet remains of great interest, especially in empirical finance setting. GARCH-family mod-
els, without doubt, are the most researched and used in practice to explain time-varying volatilities.
When dealing with multivariate returns, one must also take into consideration the mutual depen-
dence between them. The asymmetric behavior of individual returns has been well established in
the financial literature. However, the use of models explaining asymmetric behavior of covariances
is far less common, even though these effects exist. In this work, we consider an asymmetric dy-
namic conditional correlation GJR-GARCH model (ADCC) which allows for asymmetries not only
in individual assets’ returns, but also in their correlations. This specification provide a more realistic
evaluation of the co-movements of the assets’ returns than simple symmetric Multivariate GARCH
models.

Whichever GARCH-type model is chosen, the distribution of the returns depends on the distri-
butional assumptions for the error term. It is well known, that every prediction, in order to be useful,
has to come with a certain precision measurement. In this way the agent can know the uncertainty
of the risk she is facing. Distributional assumptions permit to quantify this uncertainty about the
future. However, the traditional premises of Normal or Student-t distributions may be rather restric-
tive. Alternatively, in this work, we propose a Bayesian non-parametric approach for asymmetric
MGARCH model avoiding the specification of a particular parametric distribution for the return
innovations. More specifically, we consider a Dirichlet Process Mixture Model (DPM) with a Gaus-
sian base distribution. This is a very flexible model that can be viewed as an infinite location-scale
mixture of Gaussian distributions which includes, among others, the Gaussian, Student-t, logistic,
double exponential, Cauchy and generalized hyperbolic distributions, among others.

The Bayesian approach also helps to deal with parameter uncertainty in portfolio decision prob-
lems. This is in contrast with the usual maximum likelihood estimation approach, which assumes a
"certainty equivalence" viewpoint, where the sample estimates are treated as the true values, which
is not always correct and has been criticized in a number of papers. This estimation error can gravely
distort optimal portfolio selection. In this work, we propose a Bayesian method which provides the
posterior distributions of the one-step-ahead optimal portfolio weights, which are more informa-
tive than simple point estimates. In particular, using the proposed approach, it is possible to obtain
Bayesian credible intervals for the optimal portfolio weights.

Finally, we present some applications of the proposed Bayesian non-parametric approach using
real data sets and solve various portfolio decision problems. We explore the differences in uncertainty
between the proposed model and conventional restrictive distributional assumptions.

Acknowledgment. Research partially supported by grants ECO2011-25706 and EC0O2012-38442 of the Spanish
Ministry of Science and Innovation.
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This paper considers generalized least square estimation of linear panel models when the inno-
vation and the regressors can both contain a factor structure. A novel feature of this approach is
that preliminary estimation of the latent factor structure is not necessary. Under a set of regularity
conditions here provided, we establish consistency and asymptotic normality of the feasible GLS es-
timator as both the cross-section and time series dimensions diverge to infinity. Dependence, both
cross-sectional and temporal, of the idiosyncratic innovation is permitted. Monte Carlo experiments
corroborate our results.
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The Gaussian Graphical Model (GGM) is one of the well-known deterministic inference methods
which is based on the conditional independency of nodes in the system. In this study we consider
to implement this approach in a complex JAK-STAT pathway which is one of the major signaling
networks that is activated by the type I interferon (IFN) and regulates cytokine-dependent gene ex-
pression as well as growth factors of mammals. But here we, particularly, consider the description of
the system under the IFN treatment which is developed against the Hepatitis C virus. In inference
of the pathway, we perform GGM under the L1-penalized lasso regression method that enables us
to estimate the structure of the network with the strength of their interactions. In estimation we ini-
tially consider different sizes of systems under distinct proportions of sparsity. Then we implement
various penalty selection criteria such as false positive rate, precision, accuracy, and F-measure to
detect the optimal choice of penalty constant used in the lasso regression. Then, we select the best
criterion from the Monte Carlo runs and use this choice in inference of the JAK-STAT system whose
time-course dataset is produced from the Gillespie algorithm. In data generation, firstly the system
is run until it converges to its steady-state faze. Then the simulated numbers of molecules are con-
verted to concentrations and taken as a set of time points to get discrete time-course observations.
Once we infer the system via the L;-lasso approach with selected criterion, we assess our findings
by comparing them with the current knowledge about the pathway. Finally, in the application of
the inference in GGM, we also perform the cross-validation and the gradient descent algorithm. We
compare both methods in terms of the accuracy and computational efficiency.

Acknowledgment. The author would like to thank the EU FP-7 Collaborative Project (Project No: 26042) for its
financial support.
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Many machine learning and signal processing problems are traditionally cast as convex optimiza-
tion problems. A common difficulty in solving these problems is the size of the data, where there are
many observations (“large n”) and each of these is large (“large p”). In this setting, online algorithms
which pass over the data only once, are usually preferred over batch algorithms, which require mul-
tiple passes over the data. In this talk, I will present several recent results, showing that in the ideal
infinite-data setting, online learning algorithms based on stochastic approximation should be pre-
ferred, but that in the practical finite-data setting, an appropriate combination of batch and online
algorithms leads to unexpected behaviors, such as a linear convergence rate with an iteration cost
similar to stochastic gradient descent.
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We examine a random graph model where the basic step is the duplication of a vertex. That
is, we select a vertex randomly, and create a new vertex that is connected to the neighbours of this
vertex. These kind of random graph models are often used in biological sciences, e.g. for modelling
interactions of proteins, where it often happens that different proteins have similar role and therefore
they have many common neighbours.

These models were examined from many points of view. One of them deals with the distribu-
tion of the degree of a randomly chosen vertex, and then the proportion of vertices of large degree.
More precisely, if the proportion of vertices of degree d tends to some constand cq almost surely as
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the number of vertices tends to infinity, then we say that the sequence c,4 is the asymptotic degree
distribution. Moreover, if ¢4 is polynomially decaying, that is, c4d” is converges to a positive con-
stant for some > 0, then the random graph model has the so called scale free property. Several
real world networks were examined empirically and their asymptotic degree distribution was not
far from polynomially decaying sequences.

In the last decades many scale free random graph models were constructed and analysed. How-
ever, for the duplication models the mathematical proofs of the scale free property were missing in
the previously defined strong sense, when almost sure convergence is included instead of the con-
vergence of expectations.

The result presented in the talk is the proof of the scale free property of an appropriately defined
random graph model with duplications. The model is the following. We start from a single vertex.
At each step a new vertex is born. We select an old vertex uniformly at random and we connect the
new vertex to its neighbours and also to the selected old vertex itself. This is the duplication part.
Then comes the erasure part: we choose an old vertex uniformly at random independently from
the previous choices and delete all its edges, except the edge connecting it to the new vertex. This
procedure is iterated.

The steps are defined to be independent. Note that at the duplication part the probability that
a given old vertex gets a new edge depends on its degree, and vertices of larger degree have larger
chance to be connected to the new vertex. Thus the model is a kind of preferential attachment model.
If there is no erasure step, then the graph becomes dense, and there is no asymptotic degree distribu-
tion. This way the number of edges is bounded by a linear function of the number of vertices.

The proof is based on a coupling argument. We modify the model such that the new graph se-
quence has a very special structure. This enables us to use methods of martingale theory to determine
the asymptotic degree distribution of the modified model. Then we prove that the original one has
the same asymptotic degree distribution. In addition, this kind of argument shows that the graph
has large complete subgraphs with a few edges between them.
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Recently, forensic DNA profiling has been used with far smaller volumes of DNA than was previ-
ously thought possible. This “low template" (or LTDNA) profiling enables evidence to be recovered
from the slightest traces left by touch or even breath, but brings with it serious interpretation prob-
lems that courts have not yet adequately solved. These problems have contributed to important cases
collapsing or convictions being overturned, for example in R v Hoey in Northern Ireland, and the
case of Knox and Sollecito in Italy. The most important challenge to interpretation arises when either
or both of “dropout" and “dropin" create discordances between the crime scene DNA profile and
that expected under the prosecution allegation. Stochastic artefacts affecting the peak heights in the
electropherogram (epg) are also problematic, in addition to the effects of masking from the profile of
a known contributor.

One of the major issues in modelling the “raw" LTDNA profiling results is whether or not to
use the epg peak heights. These are potentially informative, but can be subject to substantial vari-
ation, and the pattern of variation is highly machine/protocol-specific. I will briefly review other
approaches and then describe the approach that I have developed, based on likelihoods that do not
use peak height but allow an “uncertain” category in addition to presence/absence for each allele.
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This approach is implemented in R code 1ikeLTD that is freely available on the author’s website
sites.google.com/site/baldingstatisticalgenetics.

I apply 1ikeLTD to casework LTDNA examples and reveal deficiencies in some reported analyses.
Courts increasingly demand “validation" of software, although they seem to be unclear about what
that should mean. A problem with likelihood ratios for complex DNA evidence is that there is no
“gold standard": there is no non-trivial profile for which it is apparent what the likelihood ratio (LR)
should be. Even if the true contributors of DNA to a profile are known, that does not determine the
appropriate LR for a noisy LTDNA profile. We overcome this problem by showing that the LR for
multiple noisy replicates converges to that for a single, high-quality DNA profile.
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Bayesian Model Averaging (BMA) is a statistical post-processing technique which produces cali-
brated probability density functions (PDF) of the predictable meteorological quantities from ensem-
bles of forecasts using predictions and validating observations of the preceding days. The obtained
PDFs are convex combinations of PDFs corresponding to the bias corrected ensemble members, and
the weights express the predictive skill of an ensemble member over the training period.

In the present work we show our experiences with the application of the BMA normal model
for exchangeable forecasts [Fraley et al., 2010] to temperature data of the Hungarian Meteorological
Service (HMS). The data file contains 11 member ensembles of 42 hour forecasts for temperature for
10 major cities in Hungary generated by the Limited Area Model Ensemble Prediction System called
ALADIN-HUNEPS of the HMS [Horanyi et al., 2011], together with the corresponding validating
observations for a six months period. An ensemble consists of 10 exchangeable forecasts started
from perturbed initial conditions and one control member started from the unperturbed analysis. We
remark, that BMA method has already been successfully applied for wind speed ensemble forecasts
of the ALADIN-HUNEPS [Baran et al., 2013] — BMA post-processing of these forecasts significantly
improved the calibration and the accuracy of point forecasts as well.

As a first step we found the optimal length of the training period by comparing the goodness

of fit of models with training periods ranging from 10 to 60 days. Then we checked the fit of the
optimal BMA model and using appropriate scoring rules we showed the advantage of the BMA
post-processed forecasts compared to the predictions calculated from the raw ensembles. The BMA
post-processing and the analysis of the models was performed with the help of the ensembleBMA
package of R.
Acknowledgment. This research has been supported by by the Hungarian Scientific Research Fund under Grants
No. OTKA T079128/2009 and OTKA NK101680/2012, by the Hungarian —Austrian intergovernmental S&T
cooperation program TET_10-1-2011-0712 and partially supported the TAMOP-4.2.2.C-11/1/KONV-2012-0001
project. The project has been supported by the European Union, co-financed by the European Social Fund.
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In the regression setting, it is well-known that the distribution of the noise strongly influences
the rates of convergence toward the regression function and that these rates can eventually be much
faster than the usual ones obtained under a Gaussian noise assumption.

In order to tackle this problem, we build a new estimator which can not only adapt to the regular-
ity of the regression function, but also (possibly) to the singularity of the noise distribution in order
to achieve these faster rates. Our approach is based on model selection and amounts to choosing
from the data a suitable model among a collection of candidate ones for both the regression function
and the noise distribution.

Our results are not asymptotic and lead to oracle-type inequalities. The proof relies on the control
of the supremum of a suitable empirical process over an Hellinger-type ball. In particular, we show
how the expectation of this supremum governs the properties of our estimator from a non-asymptotic
point of view. We also present some simulations in view of illustrating the theoretical part of talk.
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Let us consider the affine diffusion process (affine two-factor model) given by the SDE

dY; = (a — bY;) dt + /Y, dW, >0 1)
dX, = (m — 6X;)dt + /Y, dB;, -

where a >0, b,0,m € R, and (W;);>0 and (B);>o are independent standard Wiener processes.

The first coordinate (Y;);>o is known to be a square-root process. We study the asymptotic behaviour

of the maximum likelihood and (conditional) least squares estimators of the parameters m and 6

based on discrete and continuous time observations of the process.

In the critical case b = 0, # = 0, we examine the asymptotic behaviour of the (conditional) least
squares estimators of m and 6 based on discrete time observations of the process X. For the proofs,
we derive a simple set of sufficient conditions for the weak convergence of scaled affine processes
with more general state space R, x R% We specialize our scaling theorem to one-dimensional
continuous state branching processes with immigration.
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In the subcritical case b > 0, # > 0, we show strong consistency and asymptotic normality
of the maximum likelihood and least squares estimators of m and 6# based on continuous time
observations of the process (Y, X). The existence of a unique stationary distribution and ergodicity
are also shown for the model, which turn out to be crucial for the proofs.

Finally, if we replace the square root in the first SDE of (1) by a-root with « € (1,2), then the
existence of a unique stationary distribution for the new model is proved.

The full presentation of our results can be found in [Barczy et al. (2013a)], [Barczy et al. (2013b)]
and [Barczy et al. (2013c)].

Acknowledgment. M. Barczy, Z. Li and G. Pap have been supported by the Hungarian Chinese Intergovern-
mental S & T Cooperation Programme for 2011-2013 under Grant No. 10-1-2011-0079. M. Barczy and G. Pap
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Fuzzy time series models have found several application areas when classic one has failed to
generate forecasts. Fuzzy time series models have been investigated since the first paper of Song
and Chissom. Several aspects of them have been examined since then. Recently two- factors high
order fuzzy time series have been introduced and applied to some data sets with a high forecasting
accuracy. In this paper, a new method taking into account the membership degrees, using fuzzy
rules-based systems and OWA operator as aggregation function for two factor- high order fuzzy
time series method is proposed in order to forecast temperature data and TAIFEX data. Its results are
promising.
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Homogeneous kinetic equations model the redistribution of energy and momentum in an en-
semble of particles which interact in binary collisions. In the original Boltzmann equation, these
collisions are fully elastic, i.e., they conserve the total energy and momentum of the two interacting
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particles precisely. It is well known that, in this case, the velocity distribution converges weakly to a
Gaussian law. Over the last decade, inelastic models of various kinds have been introduced. See, e.g.,
[Bobylev et al. (2003)]. In those models, collisions are not fully elastic and this leads to a statistical
gain and/or loss of the total energy in binary collisions. The stationary velocity distributions turn
out to be scale mixtures of stable laws.

One dimensional versions of these models (extensions of the well-known Kac caricature) have
been studied, from an essentially analytic viewpoint, in [Bobylev et al. (2009)]. We show how these
models can be studied by probabilistic methods, based on techniques pertaining to the classical cen-
tral limit problem and to the fixed-points of smoothing transformations. See [Bassetti et al. (2011),
Bassetti et al. (2012)]. An advantage of resorting to these methods is that the same results —relative
to self-similar solutions— as those obtained in [Bobylev et al. (2009)], are here deduced under weaker
conditions. In particular, it is shown how convergence to a self-similar solution depends on the be-
longing of the initial datum to the domain of attraction of a specific stable distribution of index
0 < a < 2. In addition, if o # 2 and under suitable assumptions on the collisional kernel, the precise
asymptotic behavior of the large deviations probability is deduced. See [Bassetti et al. (2013)].

The probabilistic approach to study the long time behavior of the Kac-type models can be ex-
tended to some multidimensional inelastic Bolztmann equations. In this case, a key tool is a proba-
bilistic interpretation of the solution, which has been introduced recently by [Dolera et al. (2012)].
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Exposure assessment is an essential step in human health risk assessment. Since the true level
of exposure is never known, exposure is usually indirectly assessed from exposure models which
combine food contamination data and food consumption data. Recently available biomonitoring
data allow for a certain measurement of the exposure through measurement of the concentration of a
chemical in biological substances (blood or urine for example). However, biomonitoring data alone
are difficult to interpret and accurate exposure assessment from indirect data remains a necessary tool
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to develop effective health risk management strategies. Thus using information from biomonitoring
data to improve modeling of exposure has become a new challenge in risk assessment.

This paper proposes a method to integrate the information provided by biomonitoring data to fit
a dynamical exposure model which takes into account the accumulation of the chemical in the body
and the evolution of the past exposure.

A Kinetic Dietary Exposure Model (KDEM) is used to describe the temporal evolution of the total
body burden of a chemical present in a variety of foods involved in the diet. The dynamic of this
model is governed by two components, a marked point process (MPP) which describes the dietary
behaviour and a linear differential equation which takes into account the accumulation of the chem-
ical in the human body and its physiological elimination. Moreover, the exposure to contaminants
present in the environment for a while is often known to have changed over time. Therefore a func-
tion A determined by a vector of parameters 6 which describes the evolution of the exposure over the
last decades is added to the model and 6 is fitted using biomonotoring data.

Since the likelihood of the proposed dynamical exposure model is very complex and thereby nei-
ther analytically solvable nor computationnally tractable, a likelihood free method named Approxi-
mate Bayesian Computation (ABC) is used to fit this model to biomonitoring data. Original summary
statistics and distance are suggested to suit to the data and the risk assessment context. In order to
decrease the number of simulations required to estimate the posterior distribution comparing to a
basic rejection algorithm, an ABC-MCMC algorithm is implemented. The historical variation of the
exposure over time modeled by A can be described with varying degrees of accuracy and a model
selection has to be performed. A two stages hierarchical algorithm is proposed to include the length
of 6 as a new parameter. Thus, parameter estimation for each model is performed simultaneously
with model selection.

Applied to blood concentration of dioxins data in a population of French fisherman families, this
method results in the calibration of the function A which describes the unknown evolution of the
exposure to dioxins during the last few decades. It results also in an exposure model able to predict
the body burdens of the population from current dietary intakes. In this application, the different
chains have converged after 150,000 iterations and the acceptance rate is close to 38%. Therefore,
the chosen ABC-MCMC algorithm seems efficient enough in this case. In situations where a more
complex model of exposure is needed or where it is necessary to be more restrictive on the tolerance 9,
it would be relevant to opt for a more efficient algorithm, sequential importance sampling algorithm
for instance.
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In point process literature there are many examples of hazard rate estimators. When the point
process is a Poisson or a general renewal process, there exist various estimators for the hazard rate
(see e.g. [2], [3], [4], [5]). However such assumptions are too strong to model data from several
instances, as for example neural spike trains and learning processes. Our aim is to relax the hypoth-
esis of independence and provide a uniform strong consistent estimator for the hazard rate function
of a point process. In [1], a maximum likelihood estimator of the hazard rate function is obtained
for a point process with a given inter-event interval distribution. Here we focus our attention on a
non-parametric estimation of the hazard rate. Hence we assume that the inter-event intervals belong
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to a Markov and ergodic stochastic process. Under these hypotheses we propose a non-parametric
uniform strong consistent hazard rate estimator. Then we validate our estimate with a specific sta-
tistical test. Finally, we illustrate our method on some examples with simulated data, including an
application to neuroscience.
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In this paper we consider a Heston model

t>0

)

dY; = (a — bY;) dt + 01V Y; AW,
AX; = (m = BY) dt + o2V Ti(odW: + /1 = ¢ dB),

where a > 0, bym,B € R, 01,00 >0, p € (—1,1) and (Wi, Bt)i>0 is a 2-dimensional standard
Wiener process. We study the local asymptotic properties of the likelihood function for this model
in the sense of Le Cam. There are 3 cases. In the subcritical case (b > 0) local asymptotic normality
(LAN) holds. In the supercritical case (b < 0) if we fix the parameters a and m, local asymptotic
mixed normality (LAMN) holds. Finally in the critical case (b = 0) if we fix the parameters b and
B, we assert the LAN property. In these cases the maximum likelihood estimation is asymptotically
efficient in the sense of the convolution theorem.

Acknowledgment. This research was partially supported by the Hungarian National Research Fund OTKA,
grant No.: T-079128.
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This paper proposes a new testing procedure for the degree of fractional integration of a time
series inspired on the unit root test of Dickey-Fuller (1979). The composite null hypothesis is that
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of d > dy against d < dy. The test statistics is the same as in Dickey-Fuller test using as output
A%y, instead of Ay, and as input A~1+90y, ; instead of y;_1, exploiting the fact that if y; is 1(d) then
A~1+doy, is I(1) under the null d = dy. If d > dj, using the generalization of Sowell’s results (1990),
we propose a test based on the least favorable case d = d, to control type I error and when d < dy
we show that the usual tests statistics diverges to —oo, providing consistency.

By noting that d—dj can always be decomposed as d—dy = m+0J, wherem € Nand § € |-0.5,0.5],
the asymptotic null and alternative of the Dickey-Fuller, normalized bias statistic np,, and the Dickey-
Fuller t-statistic t;, are provided by the theorem 1.

n

Theorem 1. Let {y:} be generated according DGP Ay, =g, If regression model Aby, = p, A~ THdoy, |+
€ is fitted to a sample of size n then, as n 1 oo,

1. npy, verifies that

pn = Op(log™' n) and (logn) pp, = —o0, ifd—dp = —0.5,
Pn = Op(n~1729) and npn 5 —o0, if —0.5<d—dy<0,
s {w?(1) -1
B = Oy ad  mp,= 2OV e g
Jo w2(r)dr
1?2 1
Pn = O0y(n~1) and npn = —1 j’m“( ) , ifd —dy > 0.
fO W&m_’_l(r)dr
2. t5, verifies that
t5, = Op(n " log™®%n)  and  t; B —oo, ifd— dy = —0.5,
1
t5, = Op(n*‘s) and ts, b, if — 3 <d—dy<0,
siw?( -1}
t5, = Op(1) and t5, = 2 , U5 ifd —dy =0,
[fo w2(7“)d7“]
ts, = Op(n°) and  t5, B oo, if0 < d—dy < 0.5,
ts, = Op(n*) and 5, - +oo, ifd—dy > 0.5,

where W () is (m — 1)-fold integral of wy(r) recursively defined as Wy, (r) =[5 Wsm—1(s)ds, with
ws.1(r) = ws(r) and w(r) is the standard Brownian motion.

These properties and distributions are the generalization of those established by Sowell (1990) for
thecases -3 <d—-1<0,d—1=0and0<d—1< 3.
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Locally stationary processes with long memory based on discrete or continuous time Gaussian
or more general subordination provide feasible models in situations where time series are subject to
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smooth local changes. A particular application is the analysis of climatological time series where fast
changes are of special interest. In contrast to a classical change point setting changes are expected to
be smooth. Moreover, often historic data are not equidistant. This leads to the estimation of higher
order derivatives of nonparametric curves from noisy, nonequidistant observations. Starting with a
summary of results for equidistant stongly dependent stationary and locally stationary time series,
extensions to nonequidistant subordinated processes are presented. Part of the work reviewed in this
talk is based on joint research with Yuanhua Feng, Sucharita Ghosh and Patricia Menendez.
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Let X1, Xs,... be i.i.d. random variables with P(X; = 2¥) = 2%, k = 1,2,... and let S,, =
> p—1 Xk A remarkable property of the St. Petersburg process (Xj)i>1 is that X; does not belong
to any domain of attraction, i.e. (S, — ay)/b, has no nondegenerate limit distribution for any (a,),
(by,), but the asymptotic behavior of S,, can be described precisely. Specifically, after an exponential
time transformation, Z,, = (S, —nlogy n)/n is (asymptotically) periodic with a continuous set of sub-
sequential limit distributions. As it turns out, this periodicity holds for many nonlinear functionals
of the process (Xj)r>1 as well and leads to interesting limit theorems such as strong approximation
with semistable Lévy processes, unusual a.s. central limit theorems, "St. Petersburg type" versions
of classical sampling theorems, trimming theorems, Edgeworth expansions, etc. The purpose of this
talk is to survey this field and to discuss recent developments.
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The main goal of this paper is to propose a measure which quantifies the instability of estimates
over a range of chosen values of some other parameter. The measure is applied in an extreme value
analysis context, where the perturbed Pareto distribution (PPD) is fitted to observed relative excesses.
The estimates of the extreme value index (EVI) are considered over a range of choices for the number
of excesses k. Methods are then developed to identify which range of values of £ yields the lowest
instability measure. The resulting region is then considered the stable region.

An estimator of the EVI is proposed as the mean of the EVI estimates in the stable region. For the
purpose of inference, k has to be specified. The concept of implied threshold is introduced, where the
choice of k is taken as the value of £ inside the stable region which yields an EVI estimate closest to
the mean EVI value over the stable region.

The instability measure is also applied to second order parameter estimation. The estimator by
Gomes and Martins (2001) is employed as external estimator of the second order parameter of the
PPD. This estimator is also modified and used to adaptively choose between methods of identifying
the stable region. An extensive simulation study shows that the aforementioned approaches lead to
more accurate estimators of the extreme value index.
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Let X be an unknown nonlinear smooth ¢g-dimensional Data manifold (D-manifold) embedded in
a p-dimensional space (p > ¢) covered by a single coordinate chart. It is assumed that the manifold’s
condition number is positive so X has no self-intersections. Let X,, = {X;, Xs,..., X;,} C X C R?
be a sample randomly selected from the D-manifold X independently of each other according to an
unknown probability measure on X with strictly positive density. The Manifold Estimation problem
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(ME) is to construct sample-based ¢-dimensional manifold (Estimated Data Manifold, ED-manifold)
Xp C RP covered by a single coordinate chart which is close to the D-manifold X.

The problem solution # = (h,g) consists of two sample-based interrelated mappings: an Em-
bedding mapping h: X; — R? defined on the domain X;, 2 X, and a Reconstruction mapping
g: Yy C R? — RP defined on the domain Y, O h(X}) D h(X). The solution # determines the ED-
manifold Xy = {X = g(y) € RP: y € Yy C R?} embedded in RP-dimensional space and covered
by a single coordinate chart g defined on space Yy = h(X) and must ensuring the accurately recon-
struction Xy ~ X of the D-manifold (Manifold proximity property which implies the approximate
equalities X ~ g(h(X)) forall X € X).

In [Bernstein & Kuleshov, 2012] an amplification of the ME called the Tangent Bundle Manifold
Learning (TBML) is proposed. The TBML problem is to estimate a tangent bundle {(X, L(X)), X €
X} consisting of the points X from the D-manifold X and the tangent spaces L(X) at these points.
The TBML solution (¢, G) includes additionally the sample-based p x ¢ matrices G(y), y € Y4, such
that the linear space Span(G(h(X))) accurately reconstructs the tangent space L(X) forall X € X. A
new geometrically motivated algorithm called Grassmanné&Stiefel Eigenmaps (GSE) that solves the
TBML problem and gives a new solution for the ME problem is proposed also in this paper.

We present also some asymptotic properties of the GSE. In particular, it is proven that under
the appropriate chosen GSE parameters there exists a number Cgsr such that with high probability
(whp) the inequalities

2
[X = g(h(X))|| < Casp x n” e+

for all X € X hold true. Here the phrase “an event occurs whp” means that the event occurs with
probability at least (1 — ¢, /n®) for any o > 1 and ¢, depends only on a.

2
The achieved convergence rate O(n~ ¢+2) coincides with a minimax lower bound for Hausdorff
distance between the manifold and its estimator in the Manifold estimation problem obtained in
[Genovese et al. (2012)] under close assumptions. So, GSE has optimal rate of convergence.

Acknowledgment. This work is partially supported byLaboratory for Structural Methods of Data Analysis in
Predictive Modeling, MIPT, RF government grant, ag. 11.G34.31.0073.
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This work is devoted to the study of the limit behavior of extensions of the (i.i.d. sample based)
empirical process, when the data available have been collected through an explicit survey sampling
scheme. Indeed, in many situations, statisticians have at their disposal not only data but also weights
arising from some survey sampling plans. These weights correspond either to true inclusion proba-
bilities, as is often the case for institutional data, or to some calibrated or post-stratification weights.
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Our main goal is here to investigate how to incorporate the survey scheme into the inference pro-
cedure dedicated to the estimation of a probability distribution function P(dzx) (viewed as a linear
operator acting on a certain class of functions F), in order to guarantee its asymptotic normality. This
problem has been addressed in the particular case of a stratified survey sampling, where the individ-
uals are selected at random (with replacement) in each stratum, by means of bootstrap limit results.
Our approach is different and follows that of [Hajek (64)] and is applicable to more general sampling
surveys, namely those with unequal first order inclusion probabilities which are of the Poisson type
or sequential /rejective or close to this sampling plans according to a L1 or an entropy metric. The
main result of the paper is a Functional Central Limit Theorem (FCLT) describing the limit behav-
ior of an adequate version of the empirical process indexed by a class of function (referred to as the
Horvitz-Thompson empirical process throughout the article) in a superpopulation statistical framework.
The key argument involved in this asymptotic analysis consists in approximating the distribution
of the extended empirical process by that related to a much simpler Poisson sampling plan. The
particular case when the inclusion probabilities depend on some auxilliary variable is studied in de-
tail. Statistical applications are considered, by considering Kolmogorov-Smirnov tests in the context
of survey data or some Hadamard differentiable functionals including quantiles. We will present
some simulation results on the Kolmogorov-Smirnov statistics as well as on confidence intervals for
quantiles.

Acknowledgment. This research was partially supported by the LABEX MME-DIIL.
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The goal of population genetics is to understand how evolutionary forces like mutation, recombi-
nation, selection and genetic drift shape the genetic variation within a population. A major challenge
in the application of population genetic theory is to infer parameters of the evolutionary history of
a population from DNA sequences of present-day samples only: Usually, the number of possible
ancestral histories is tremendous and makes the likelihood analytically intractable. However, simu-
lating data under a population genetic model is often straightforward and simulation software is at
hand for many different models and scenarii. Therefore, simulation based inference methods such as
approximate Bayesian computation (ABC) became popular in recent years.

Here, we propose an algorithm for maximum likelihood estimation that is based on stochastic
gradient methods. By moving through the parameter space along an estimated gradient (or alter-
natively ascent direction) of the likelihood, the algorithm produces a sequence of estimates that will
eventually converge to the maximum likelihood estimate (or, equivalently, to the posterior mode).
This approach avoids sampling from the whole parameter space that can be very inefficient in high-
dimensional problems. The gradient estimates are based on simulated summary statistics. Thus, the
method can be applied to various problems that allow for data simulations and efficient computation
of informative summary statistics, also outside of the field of population genetics.

54



XXIX-th European Meeting of Statisticians, 2013, Budapest Bertl—Bibbona

To ensure a good performance of the algorithm, we propose tools for tuning and for assessing
the convergence of a sequence of estimates. Finally, we complete the method by a strategy to ob-
tain bootstrap confidence intervals. Apart from testing it on simulated coalescent data, we use it to
estimate the ancestral history of Bornean and Sumatran orang-utans from DNA sequence data.
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Optimal Prediction-Based Estimating Function for COGARCH(1,1)
SDE-s

The COGARCH (COntinuous Generalized Auto-Regressive Conditional Heteroschedastic) model
were introduced as a continuous version of the GARCH models by Kliippelberg and others authors
in 2004. Indeed the modern treatment of stochastic volatility models is mostly in continuous time
aiming at the analysis of high-frequency data. The COGARCH(1,1) model is driven by a general
Lévy process trought the equation dG; = o0;_dL; and the resulting volatility process satisfies the
stochastic differential equation do? = (3 — no?_)dt + ¢o?_d[L]¢ where the parameters satisfy 3 > 0,
n > 0and ¢ > 0and [L]¢ is the discrete part of the quadratic variation of the Lévy process L = (L;)¢>0-
The main difference between COGARCH models and other stochastic volatility model is that there is
only one source of randomness (the Lévy process). These models captures some empirical observed
facts about the volatility: that it changes randomly in time, has heavy tails, has cluster on high levels.
In Kliippelberg et al. (2007), estimation of the model parameters from a sample of equally spaced

returns Gg:) = Gir — G,(j—1) was presented. The methods consists in matching the empirical auto-
correlation function and moments to their theoretical counterparts. Under some conditions on the
driven Lévy process it turns out that the parameters are identifiable by this estimation procedure and
the obtained estimators are strong consistent and asymptotically Normal. In this work prediction-
based estimation functions are applied for drawing statistical inference about the COGARCH(1,1)
model from discrete observed data. The prediction based estimating functions were introduced by
Serensen (2000) as a generalization of martingale estimation functions. They are based on linear pre-
dictors, have some of the most attractive properties of the martingale estimating functions but they
only involve unconditional moments, and in general estimators based on conditional moments are
more efficient than estimators based on unconditional moments. Choosing suitable predictor spaces
it turns out that the proposed estimators can also have high efficiency and moreover an optimal pre-
diction function can be found. To find the optimal prediction function to estimate the parameters of a
COGARCH(1,1) model the moments till the order eight are necessary. In this work a general method
to calculate the moment of higher order of this process is presented. This method is based on the
iterative application of the It6 product formula. With the same method all the joint moments and the
conditional moments can be calculated and this is interesting by itself. Under the same conditions
assumed in Kliippelberg et al. (2007) it is proved that the estimators based on OPBE are consistent
and optimal in the sense discussed in Serensen (2000). Some simulation studies are presented to
investigate the empirical quality of the proposed estimator (based on optimal prediction function)
compared with the one obtained with the method of moment by Kliippelberg et al. (2007).
Acknowledgment. This research was supported by the Italian National Research Fund MIURO09.
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We discuss lower and upper bounds for the semiparametric estimation of the integrated covolatil-
ity matrix of a multi-dimensional semimartingale in a discrete high-frequency latent observation
setup. We propose a local parametric approach to design an asymptotically efficient locally adaptive
spectral estimator. A feasible limit theorem is derived for complex models with stochastic volatili-
ties and leverage accounting for market microstructure and non-synchronous observations. We shed
light on the form of the asymptotic variance dependent on the covariance structure and for differ-
ent observation frequencies and noise corruption. A nonparametric estimator for the instantaneous
covolatility matrix is obtained implicitly.
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Securitization takes a pool of risky assets, tranches it up, and issues bonds based on the cash-flow
of the pool. The value of the deal depends on the bond sizes and on the bond ratings. High ratings are
only possible if the structure passes regulatory stress-tests. Optimal structuring is thus a constrained
optimization problem. We will discuss some practical approaches used in tackling such problems.
These include surrogate modeling, support vector machines, and the expected improvement method.

Significance Testing in Quantile Regression
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We consider the problem of constructing a test for the hypothesis of the significance of the pre-
dictor Z,i.e.
A= E[(PY <¢:(X)|X,2) —7)*f2(2)],

in the nonparametric quantile regression model, which can detect local alternatives converging to
the null hypothesis at a parametric rate and at the same time does not depend on the dimension of
the predictor Z, such that smoothing with respect to the covariate Z can be avoided. To be precise,
the test proposed in this paper can detect alternatives converging to Hy at any rate a,, — 0 such
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that a,,/n — oo, where n denotes the sample size. Our approach is based on an empirical process
T, (x, z), which estimates the functional

T(z,2z) = E[(P(Y < ¢(X)|X, Z)) = ") {x<a}l{z<2}] = El(I{y<g, (x)y — T {x<2}[{z<2)]

for all (z, z) in the support of the distribution of the predictor (X, Z), where the inequality X < z
between the vectors X and z is understood as the vector of inequalities between the corresponding
coordinates and /4 denotes the characteristic function of the event A. We use a quantile estimator
proposed in Dette and Volgushev (2008) and calculate a stochastic expansion of the process T, (z, z)
which allows us to obtain the weak convergence of an appropriately scaled and centered version of
T, (z, z) under the null hypothesis, fixed and local alternatives. As a result we obtain a Kolmogorov-
Smirnov or a Cramer von Mises type statistic for the hypothesis of the significance of the predictor Z
in the nonparametric quantile regression model. Moreover, we are also able to extend the result to the
case, where the dimension ¢ of the predictor Z is growing with the sample size, that is ¢ = ¢, — oo
as n — oo. Finally we investigate a corresponding bootstrap test and show it’s finite sample behavior
in a simulation study.
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Studying the topology of biological networks by using statistical means has become a major field
of interest in the last decades. One way to deal with that issue is to consider that networks are built
from small functional units called motifs, which can be found by looking for small subgraphs which
are over-represented in the network.

The first issue in the motif detection problem is the choice of the null model for random graphs.
The model used will be the mixture of Erdés-Rényi random graphs, which shows a better fit to the
topological properties of biological networks then the scale-free models.

The second issue is the choice of the test statistic. Existing methods all use the overall count of
subgraph occurrences in the network. Those relying on sampling algorithms and Z-scores may lead
to many false positives as the distribution of the number of small subgraphs is more heavy-tailed
than a gaussian. This issue can however be adressed by fitting a Polya-Aeppli distribution to the
subgraph occurrence distribution. However, a small graph can appear as over-represented in this
framework because it contains an over-represented subgraph, which is in fact the biological relevant
structure.

Relying on the fact that motifs in the yeast transcriptional regulatory network are known to ag-
gregate, we will consider another statistic and hence introduce a new definition of a motif: given
a small graph m and an occurence in the network of one of its subgraphs m’, we will look for an
over-representation of the number of occurences of m extending the given occurence of m’. In other
words, a motif will be defined by a local over-representation rather than by a global one.
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That approach allows us to develop a statistic for the local over-representation of a motif, and to
upper-bound its distribution tail using a Poisson approximation. Moreover, a filtering procedure can
then be applied to avoid the selection of redundant motifs.

We apply it to the Yeast gene transcriptional regulation network and show that the known bio-
logically relevant motifs are found again and that our method gives some more informations than
the existing ones.

Acknowledgment. This research was supported by the French National Research Fund NeMo, grant No.: ANR-
08-BLAN-0304-01.
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Small area studies are commonly used in epidemiology to assess the impact of risk factors on
health outcomes when data are available at the aggregated level. However the estimates are often bi-
ased due to unmeasured confounders which are not taken into account. Integrating individual level
information into area level data in ecological studies may help reduce bias. To investigate this, we
develop an area level propensity score (PS) for ecological studies derived from simulated individual-
level data and evaluate its performance through several simulation scenarios. This methodological
work comprises three steps:

1. We simulate individual level data (e.g. as if from surveys) to obtain information on the potential
confounders, which are not measured at the area level. We synthesize these variables account-
ing for their uncertainty through a Bayesian hierarchical framework and calculate the PS at the
ecological level. We conduct a simulation study to assess the impact of the number of areas and
individuals on the ecological PS, taking into the account the correlation among the potential
confounders.

2. Asreal survey data are typically characterized by a limited coverage of the territory compared
to small area studies, we imputed the ecological PS for the areas with unmeasured confounders.
Following Rubin’s definition of missing data mechanisms, we assume the missing PS are either
MCAR (Missing Complete At Random) or MAR (Missing At Random). For MCAR, we specify
a flexible distribution on the PS, by means of a Dirichlet Process. For MAR, we introduce a
novel REP (Random Effect Prediction) method to predict the missing PS. MNAR is considered
(Missing Not At Random) to be unlikely, given the surveys are typically designed to collect
data randomly from the population.

3. We include the imputed and observed PS as a scalar quantity in the regression model linking
potential exposure and health outcome. As the PS has no epidemiological interpretation, we
specify a spline parameterization to allow for non-linear effects. We compare the most common
tixed knots splines with the adaptive splines underpinned by Reversible Jump MCMC.

In the talk, we illustrate each of the three steps, discuss their methodological challenges and show
how these affect the performance of PS in the regression model using several simulation scenarios.
We conclude that integrating individual level data via PS is a promising method to reduce the bias
intrinsic in ecological studies due to unmeasured confounders.
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Let X, Sy be independent statistics, where X ~ N,(u,02I), Sy ~ o?x?, and u € RP, o2 are
unknown parameters. The best affine equivariant (b.a.e.) estimator of 0% under the entropy loss
L1(5,0%) = 6/0% —Ind/o® — 1is 6] = Sp/m, which is, however, inadmissible. In the literature
there are available various improved scale equivariant estimators of 02, i.e., estimators of the form
5};2 = p(Wp)So, for Wy = || X||?/So and ¢(-) a positive function on [0, c0), such as Stein (1964)-type
and Brewster and Zidek (1974)-type.

A natural extension of the above problem is to consider estimation of the covariance matrix of a
multivariate normal distribution. To this end, let X1, ..., X,, be a random sample from a multivariate
normal distribution N,(#,%), where § € R” and ¥ > 0 are unknown and n > p + 1. Under the
entropy loss L1(6,%) = tr(6X71) — In|6X 71| — p, the b.a.e. estimator of ¥ is 6y = (n — 1)~1S, where
S =30 (Xi—X)(X;—X) and X = n~ !> " | X;. Asin the univariate case, §y is inadmissible.
Towards improving on §;, Kubokawa et al. (1993) considered estimators of the form §;, = n~!'S +
Yp(W)(X'S7LX)"1X X’ for a function 9(-) and W = nX'S™1X, and extended Stein’s (1964) and
Brewster and Zidek’s (1974) techniques to the multivariate context.

In this work we construct in a very simple way improved estimators of ¥. Let 5;2 = ¢o(Wp)So
be an arbitrary estimator of o2 corresponding to dimension p for the mean vector  and degrees of
freedom m = n—pfor Sy . Set)(t) = p(t)—1/n,t > 0. Then, for this ¢(-), we show that J,, dominates
dp if and only if 5;‘02 dominates &7 . Consequently, any improved estimator of o2, no matter what
type it is (such as Stein-type, Brewster and Zidek-type, Strawderman-type and Maruyama-type),
directly leads to a corresponding improved estimator of ¥, and vice versa. Analogous results are
also established for the estimation of ¥ under the quadratic loss Ly (8, %) = tr(65 1 —I)2.

Finally, in a similar way we construct improved estimators of the generalized variance |X| using
improved estimators 5;2 of 0% under a general loss satisfying a certain condition.

These novel results reduce, in a specific way, the problems of estimating ¥ or |X| to the univariate
problem of estimating . Also, this work unifies and extends previously obtained results on the
estimation of ¥ and |X|.
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Branching processes in random environment (BPRE) are a model for the development of a pop-
ulation of individuals, which are exposed to a random environment. More precisely, it is assumed
that the offspring distribution of the individuals varies in a random fashion, independently from one
generation to the other. Given the environment, all individuals reproduce independently according
to the same mechanism.

As it turns out, there is a phase transition within the subcritical regime, i.e. the asymptotics of
the survival probability and the behavior of the branching process, conditioned on survival, changes
fundamentally. In the talk, we will describe the behavior of the BPRE in the intermediately subcrit-
ical case, which is at the borderline of the phase transition. In this case, the BPRE conditioned on
survival consists of periods with supercritical growth, alternating with subcritical periods of small
population sizes. This kind of "bottleneck’ behavior appears under the annealed approach only in the
intermediately subcritical case. Our results include the asymptotics of the survival probability and
conditional limit theorems for the (properly scaled) random environment and the BPRE, conditioned
on non-extinction.

The proofs rely on a construction of the conditioned branching tree going back to Geiger (1999)
and Lyons, Pemantle and Peres (1995). Using this construction and a conditional limit theorem for
the (properly scaled) random environment, simulations are feasible in the case of geometric offspring
distributions. These are used to illustrate our results.

Acknowledgment. Part of this work has been supported by the German Research Foundation (DFG) and the
Russian Foundation of Basic Research (RFBF, Grant DFG-RFBR 08-01-91954)
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We will use the factors obtained by correspondence analysis to find biclustering of a contingency
table such that the row—column cluster pairs are regular, i.e., they have small discrepancy. In our
main theorem, the constant of the so-called volume-regularity is related to the SVD of the normal-
ized contingency table. Our result is applicable to two-way cuts when both the rows and columns
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are divided into the same number of clusters, thus extending partly the result of [2] estimating the
discrepancy of a contingency table by the second largest singular value of the normalized table (one-
cluster, rectangular case), and partly the result of [1] for estimating the constant of volume-regularity
by the structural eigenvalues and the distances of the corresponding eigen-subspaces of the normal-
ized modularity matrix of an edge-weighted graph (several clusters, symmetric case).
Acknowledgment. This research was partially supported by the Hungarian National Research Fund, grant
No.: OTKA-KTIA 77778; further, by the TAMOP-4.2.2.B-10/1-2010-0009 and the TAMOP-4.2.2.C-11/1/KONV-
2012-0001 projects, latter one supported by the European Union, co-financed by the European Social Fund.
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The purpose of this talk is to estimate and detect constant or random jumps of functional cadlag
(“continu a droite, limite a gauche”) random processes.

Let X = (X(¢),0 < ¢ < 1) be a cadlag random process. X can be considered as a D-valued
random variable, where D = DI0, 1] is equipped with the Skorokhod topology. One observes inde-
pendent or dependent copies of X and wants to estimate the jump’s intensity of X and, if data are
collected in discrete time, to detect the position of jumps.

In the first part of the talk we suppose that there exits only one jump at ty € ]0, 1[, where ¢ is
constant. Then, under suitable conditions, it is possible to obtain limit theorems for the empirical
estimators of E(X (tg) — X (top—)) and E | X (to) — X (to—)| -

The second part is devoted to high frequency data. The situation is more intricate since one has to
detect ¢y before estimating the jump’s intensity. If the sample paths of X satisfy a Holder condition
on [0, to[ and on [tg, 1] one obtains a consistent detector of ¢, and similar asymptotic results as in the
continuous case.

Next, we study the case where the jump’s position 7" is random. Again we obtain limit theo-
rems in continuous and discrete time. We also study the asymptotic behavior of the kernel density
estimator of 7'.

If X has two random jumps S and 7" the problem is to distinguish between the “S — jump” and
the “T" — jump”. We present a simple discrimination method that leads to consistent estimators of
the jumps intensity as well in continuous time or in discrete time.

We apply the above results to the i.i.d. case and to linear D- valued processes, in particular the
cadlag moving average process and the cadlag autoregressive process. Finally the case of an infinity
of jumps is considered.
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We study the problem of estimation of a distribution from data which contains small measure-
ment errors. Here the only assumption on the measurement errors is that the average absolute mea-
surement error converges to zero for sample size tending to infinity with probability one. In par-
ticular we do not assume that the measurement errors are independent with expectation zero. We
assume that the distribution, which has to be estimated, has a density with respect to the Lebesgue-
Borel measure.

We show that the empirical measure based on the data with measurement error leads to an uni-
form consistent estimate of the distribution function. Furthermore, we show that in general no es-
timate is consistent in the total variation sense for all distributions under the above assumptions.
However, in case that the average measurement error converges to zero faster than a properly cho-
sen sequence of bandwidths, the total variation error of the distribution estimate corresponding to
a kernel density estimate converges to zero for all distributions. In case of a general additive error
model we show that this result even holds if only the average measurement error converges to zero.
The results are applied in the context of estimation of the density of residuals in a random design
regression model where the residual error is not independent from the predictor.
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In an analysis of clustered multivariate survival data, two different types of models are com-
monly used which take the association between the different lifetimes into account: frailty models
and copula models. Frailty models assume that conditional on a common unknown frailty term for
each cluster, the hazard function of each individual within that cluster is independent. These un-
known frailty terms with their imposed distribution are used to express the association between the
different individuals in a cluster. Copula models on the other hand assume that the joint survival
function of the individuals within a cluster is given by a copula function, evaluated in the marginal
survival function of each individual. Hereby it is the copula function which describes the association
between the lifetimes within a cluster.

A major disadvantage of the present copula models over the frailty models is that the size of
the different clusters must be small and equal in order to set up manageable estimation procedures
for the different parameters in this model. We describe in this talk a copula model for unbalanced
clustered survival data. This is done by focusing on the class of Archimedean copula functions with
completely monotone generators and exploiting the Laplace transform-expression of these genera-
tors to simplify the likelihood function. Hereby we note that the size of each cluster does not have to
be equal anymore, and moderate to large cluster sizes are also allowed.
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For this model, we develop one- and two-stage procedures to estimate the association parameter
for the copula function. In the one-stage procedure, we consider a parametric model for the marginal
survival functions while in the two-stage procedure we model the marginal survival functions by
either a parametric or a non-parametric model.

As results, we show the consistency and asymptotic normality of the maximum likelihood esti-
mators for the different parameters. We perform a simulation study to investigate the finite sample
properties of this estimator and finally we illustrate this copula model on a real life data set in which
we study the time until first insemination for cows which are clustered within different herds.

Acknowledgment. In this research support from the IAP Research Network P7/06 of the Belgian State (Belgian
Science Policy) is gratefully acknowledged.
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An important part of understanding the behaviour of river catchments is determining the geo-
graphical sources of water flow and how the variation in relative proportions contributed by different
sources changes over time and in response to drivers. The method of end-member mixing analysis
(EMMA) has been developed in the hydrological literature [3], often relying on solving mass-balance
equations for which assessments of uncertainty are poorly defined. Recent work in the statistical
literature has been concerned with Bayesian analysis of compositions [1], and we discuss extensions
of that work which model the source distributions directly in the absence of suitable end-member
samples.

Our motivating data set was collected for two streams at Loch Ard, central Scotland, over an 18
year period from 1988. Data were recorded approximately weekly until 1996 and fortnightly there-
after, in the form of measurements of alkalinity as tracer and of the rate of flow for both streams.
Previous work [4] for this catchment has generated source distributions simply by using the corre-
sponding alkalinity values for the highest and lowest flows, but there are problems with this method:
the sample sizes can be very low and as a result, identification of end-member distributions is often
unreliable. Our method using Weibull mixed models in combination with kernel density estimation
for source identification has proven to be more robust [2].

We conclude there is evidence of a change in source distribution over time; that corresponding to
low flow conditions exhibits a gradual increase in alkalinity for both of two streams studied, whereas
for high flow conditions alkalinity appeared to be rising for only one stream.

Acknowledgment. This research was partially funded by the Scottish Government’s Rural and Environment
Science and Analytical Services Division.
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Disease process over time results from a combination of event history information and longitu-
dinal process. Commonly, separate analyses of longitudinal and survival outcomes are performed.
However, disregarding the dependence between these components may lead to misleading results.
Separate analyses are difficult to interpret whenever one deals with an observational retrospective
multicentre cohort studies where the longitudinally measured biomarkers are poorly monitored,
while the survival component involves several sources of bias, multiple end-points, multiple time-
scales and is affected by informative censoring.

In particular we highlight these aspects within a HIV study, where patients who have been in-
fected are observed until they develop AIDS or die, and condition of their immune system is moni-
tored using markers such as the CD4 lymphocyte count or the estimated viral load.

We discuss how joint models (JM) represent an effective appropriate statistical framework to treat
HIV data incorporating all information simultaneously and providing valid and efficient inferences
in retrospective studies [1]. We present different approaches for modelling longitudinal and time-to-
event data, arising from one of the largest AIDS collaborative cohort studies, the CASCADE (Con-
certed Action on SeroConversion to AIDS and Death in Europe). In particular, we evaluate CD4
lymphocyte progression over time (from the date of seroconversion) and the risk of death in a sam-
ple of 648 HIV infected patients enrolled in the Italian cohort.

Along with standard separate models for the outcomes of interest, we consider both parametric
and fully Bayesian joint models [2] and joint latent class mixed model [3, 4]. Advantages and disad-
vantages of the different approaches are discussed. To compare the performances of these models,
cross-validation procedures are finally applied.
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Since non-verbal communication plays a crucial role in the overall communicative process, there
is a growing interest among researchers and clinicians in analyzing expression of emotion. Several
imaging and statistical methods have been developed to recognize and classify facial expression and
to quantify emotional expressions.

In this work, we consider the FG-NET Database with Facial Expressions and Emotions from the
Technical University Munich. This is an image database containing face images showing a number of
subjects performing the six different basic emotions defined by Ekman and Friesen (1971) [1]. More in
details, the database contains material gathered from 18 different individuals so far. Each individual
performed all six desired actions three times. Additionally three sequences doing no expressions
at all are recorded. All together this gives an amount of 399 sequences. Depending on the kind of
emotion, a single recorded sequence can take up to several seconds. From each recorded sequence
we have extracted 5 frames (times) summarising the dynamic of the expression and on each of the 18
configurations we have manually placed 34 landmarks. We focus only on disgusted, happy, sad and
surprised expression.

At first we describe spatio-temporal changes in facial expression using biometric morphing tech-
niques [2, 3]. Then we quantify and test changes of landmarks positions over time using nonpara-
metric combination (NPC) methodology for repeated measurements [4].

The NPC methodology has been showed to provide flexible and robust solutions in complex-
repeated measures problems under a set of less-stringent assumptions with respect to standard para-
metric methods.
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Linear regression analysis is often applied to populations that do not satisfy the conventional
assumptions of linearity, homoscedasticity and normality of residuals. This talk surveys a compre-
hensive theory of linear regression that is free of any of these classical assumptions. Much of the
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talk is “expository” in that it describes results already known. However, some new results will be
included related to the structure of statistical errors in such situations. In particular, alternate forms
of the familiar Huber-Eicker-White “sandwich” estimator are described.
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When we observe several (random) curves, for instance several stochastic processes, that shares
a common generating mechanism (for instance with different initial conditions), we want to identify
a common Ordinary Differential Equation that drives the system for prediction or trend estimation.
The interest in determining an approximate Ordinary Differential Equation (ODEs) that can sum up
the data generating mechanism, is that the trend can be analyzed within the general framework of
ODEs. Moreover, the variability inside the population of curves can be explained by random per-
turbations (or controls) with respect to the "consensus" ODE. Although we consider only additive
perturbations, this ODE framework provides a nonlinear analysis of the variability among the pop-
ulation of curves.

At our level, we consider that the "consensus" ODE is given by a linear vector field, parametrized
by a finite dimensional parameter that have to be estimated. We give then a method that can furnish
an estimate of the unknown parameter, and also that can give an estimate of the random individual
perturbations. Our approach is based on reformulation of the classical statistical least squares cri-
terion as linear-quadratic optimal control, that enables to estimate directly and at the same time the
common and the individual parts. Some extensions of the methodology to nonlinear models are also
considered.
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Resource Dependent Branching Processes (RDBP’s) are models for populations in which individ-
uals need resources and have to create new resources in order to be able to live. Different policies
to distribute resources give rise to different societies. For given probability distributions of resource
creation and consumption the society form may have a fundamental impact on the survival proba-
bility. Can one give reasonable bounds for the survival probability as a function of the chosen society
form? Secondly, for which societies can one derive explicit survival criteria? And thirdly, do certain
societies stand out by distinguished properties? Several parts of the first question can be answered
using earlier work on BP’s based on variations of the Borel-Cantelli Lemma (as e.g. B.(1980)), and
with the notion of average unit reproduction mean (B.(1984)) some answers can be extended to bisexual
Galton-Watson processes. The second question is more sophisticated. Using results by Coffman et
al. (1987) and B. and Robertson (1991) we can show that this is possible for a reasonably large class
of ‘structured” societies. The answer to the third question is the Envelope Theorem for societies of
B. & Duerinckx (2012)): Under natural hypotheses, there are two extreme societies which determine
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the range of survival probabilities for all possible societies. Since the Envelope Theorem is paral-
leled by explicit criticality criteria for survival of these societies, the result is significant. (This talk is
partially based on joint work with M. Duerinckx.)
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It is common practice in statistical data analysis to perform data-driven model selection and de-
rive statistical inference from the selected model. Such inference is generally invalid. We propose to
produce valid “post-selection inference” by reducing the problem to one of simultaneous inference.
Simultaneity is required for all linear functions that arise as coefficient estimates in all submodels.
By purchasing “simultaneity insurance” for all possible submodels, the resulting post-selection in-
ference is rendered universally valid under all possible model selection procedures. This inference is
therefore generally conservative for particular selection procedures, but it is always less conservative
than full Scheffé protection. Importantly it does not depend on the truth of the selected submodel,
and hence it produces valid inference even in wrong models. We describe the structure of the simul-
taneous inference problem and give some asymptotic results.

Acknowledgment. Research supported in part by NSF Grant DMS-1007657.
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We propose and study the model of generalized catalytic branching process (GCBP). It describes a
system of particles moving on a finite or countable set S and splitting only in the presence of catalysts.
Namely, let at the moment ¢t = 0 a particle start the movement viewed as an irreducible continuous-
time Markov chain with generator A. When this particle hits a finite set W = {w;,...,wn} C S of
catalysts, say at site wy, it spends there an exponentially distributed time with parameter 1. After-
wards the particle either splits or leaves wy, with respective probabilities oy and 1 — o, (0 < oy, < 1).
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If the particle splits, it dies producing a random non-negative integer number &, of offsprings. It is
assumed that all newly born particles evolve as independent copies of their parent.

When S = Z%,d € N, and the Markov chainis a symmetric, homogeneous and irreducible random
walk, such model was introduced by S. Albeverio and L. Bogachev in 2000. Another particular case
of GCBP was investigated by L. Doéring and M. Roberts in 2012 for W consisting of a single catalyst.

For GCBP, as for other branching processes, the natural interesting problem is the analysis of
behavior (as t — 00) of the total and local numbers of particles existing at time ¢. Here our approach
is based on hitting times with taboo and a certain auxiliary indecomposable Bellman-Harris process
with N(N + 1) types of particles. Note that the number of particles of type £ = 1,..., N in the
auxiliary process at time ¢ coincides with the number of particles located at wy, at time ¢ in GCBP. The
total particles number in these processes is the same up to neglecting the particles in GCBP which
“go to infinity” and never hit W again. Thus, to study the asymptotic properties of GCBP it is enough
to analyze the limit behavior of the specified Bellman-Harris process.

It is well-known that an indecomposable multi-type Bellman-Harris process is classified as super-
critical, critical or subcritical if the Perron root of the mean matrix is > 1, = 1 or < 1, respectively. We
call GCBP supercritical, critical and subcritical according to the classification of the corresponding
Bellman-Harris process.

In this way we solve the following problem. Assume that we fix the Markov chain generator A
in GCBP and vary “intensities” of catalysts, e.g., mj, := E{, k = 1,..., N. What is the set C C Rﬂf
such that GSBP is critical iff m = (my,...,my) € C? In particular, what is the proportion of “weak”
and “powerful” catalysts (possessing small or large values of m;, respectively). We obtain a complete
description of C' by means of equation involving the determinant of a specified matrix and indicate
the smallest parallelepiped [0, M;] x ... x [0, My] containing C'. One can control the choice of m € C
as follows. Take m{ € [0, M;) and consider m in the section Cpo = CN{m :my = m{}. Then

ma € [0, Ma(mY)]. If we take m9 € [0, M2(m?)) then for m belonging to the section Crnomg We can

claim that mg € [0, M3(m{,m3)]. After the choice of m{,...,m% _, the value my = mY such that
(mY,...,m%_,,m%) € C is determined uniquely. If for some step k = 1,..., N — 1 we choose
md = Mp(m{,...,m? ) (set M1(@) = M) thenm{ = 0 foralli = k+1,...,N. Moreover, if
for some k = 1,..., N — 1 we take my > M(mY},... ,m%_l) then GCBP is supercritical for any
Mit1, -, my € RY7F. Note that if mQ; > 0 then the choice (m9,...,m%_,, myn) with my > m&
or my < mY leads to supercritical or subcritical GCBP, respectively. We also provide the explicit
formulae for M; and My (m{,...,m%_|),i,k=1,...,N.

Acknowledgment. This work is partially supported by Dmitry Zimin Foundation “Dynasty”.
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Random fields are often used as building blocks of various stochastic models. In this regard one
can refer, e.g., to a quite recent book [Spodarev (ed.) (2013)]. We consider the problems related to
the analysis of random fields trajectories and the asymptotic problems concerning the excursion sets
when the windows of observations are growing and the level (or levels) determining these sets is
fixed or tends to infinity. Such problems arise, e.g., in material sciences when one tries to investigate
the local structure of matter. Here we prove and employ the central limit theorem for specified func-
tionals in random fields. The dependence structure of random fields under consideration plays the
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key role. The approach developed in [Bulinski, Shashkin (2007)] permits to study not only the Gaus-
sian random fields. The approximations of initial random fields by auxiliary ones are also widely
applied.

After that we will concentrate on the study of models having applications in genetics, see, e.g.,
[Bulinski et al. (2012)] and references therein. In this research domain we are interested in spatial
models describing the relationship between the genotype and phenotype (the environmental ex-
planatory variables are considered as well). Such problems are important for identification of the
genetic factors which could increase the risk of complex disease. In this way we prove the results
providing the base for dimensionality reduction of observations and discuss the problems of the
model selection, optimal in a sense. Several approaches involving cross-validation, random graphs,
trees and forests, logic regression and its modifications are in the scope of the talk. Simulation tech-
niques is also tackled.

The final part of the talk is devoted to stochastic models using the spatial point processes. Here
we treat the statistical problems related to the population dynamics. Beyond the survey of the state
of art and the new established results some open problems are discussed as well.

Acknowledgment. This research was partially supported by the Russian Foundation for Basic Research, grant
13-01-00612.
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Consider the stochastic McKean-Vlasov (SMV) equation in R?

X; = Xo+ [ 0(Xs, ps) ds + Wi, >0

0 sy Hs ts e (1)
Law (Xt) = M,

where W is a d-dimensional Brownian motion, the initial condition X is a d-dimensional vector that
is independent of W, and b: R? x P(R?) — R9, where P(R?) is the set of probability measures on R.
These processes were introduced by H.P. McKean, and they naturally arise in the study of the limit
behavior of a large number of weakly interacting Markov processes (“propagation of chaos”).

If the drift b does not depend on the measure ;1 then SMV equation (1) is a stochastic differential
equation (SDE). Ergodic properties of solutions of SDEs were studied by Veretennikov, Klokov, Douc,
Fort, Guillin and many others. It is known that the Veretennikov-Khasminskii condition on the drift
combined with a certain non-degeneracy condition on the diffusion implies existence and uniqueness
of the invariant measure and exponential ergodicity.

Using the ideas of Hairer and Mattingly, we extend this result to solutions of SMV equation.
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Assume that the drift coefficient b can be decomposed into two terms
bz, p) = bo(z, 1) = by (z) + ebo(z, 1), xR pePRY, (2)
where € > 0. Assume also that the functions b; and b, are Lipschitz continuous, i.e.
[b1(2) = bu(y)| + [ba(z, 1) = ba(y, v)| < L(lw — yl +drv(p,v)), 2,y €RY, pvePRY).  (3)

for some L > 0, where drvy is the total variation distance between two measures. As was shown by
Funaki (1984), under these conditions, equation (1) has a unique strong solution (X7, 47 )¢>0.

Theorem 2. Assume that conditions (2) and (3) hold, and

1) The function by satisfies the Veretennikov-Khasminskii condition, i.e., there exist M > 0, r > 0 such
that
(b1(z),z) < —rlzf, [z]> M.

Here (-, -) is the standard scalar product in R%.

2) The function by is uniformly bounded.

Then there exists g > 0 such that for any € € [0;e0] the strong solution of McKean-Vlasov equation
(1) has a unique invariant measure 7. Furthermore, for any measure oy € P(R?) such that I(pg) =
Jga € po(dx) < oo, one has

drv (5, 7°) < C(L+ I(uo))e™", 20
for some positive C' = C(¢), 0 = 0(¢).
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We investigate Bernstein-von Mises Theorems in some non-parametric frameworks, such as the
Gaussian white noise model. We show that under some mild conditions on the prior distribution on
the unknown non-parametric quantity of interest, a suitably rescaled version of the posterior distri-
bution converges weakly to a Gaussian limit, provided weak convergence is stated in a sufficiently
large space. Particularly we investigate frequentist coverage properties of Bayesian credible sets. Ap-
plications include goodness-of fit tests, as well as general classes of linear and nonlinear functionals.

CS26B On a Generalized Stochastic Failure Model under Random Shocks
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Many of the currently used failure models are developed under the premise that the operating
environment is static. In these cases, the basic assumption is that the prevailing environmental con-
ditions either do not change in time or, in case they do, have no effect on the deterioration and failure
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process of the device. Therefore, in these cases, models not depending on the external environmental
conditions are proposed and studied. However, devices often work in varying environments and so
their performance is significantly affected by these varying environmental conditions. In this paper,
we consider external (environmental) shocks as a cause for system’s failure and deterioration. For
instance, numerous electronic devices are frequently subject to random shocks caused by fluctua-
tions of unstable electric power. In these cases, the changes in external conditions result either in
immediate failure or deterioration of equipment. Shock models usually consider systems that are
subject to shocks of random magnitudes at random times. Traditionally, one distinguishes between
two major types: cumulative shock models (systems break down because of a cumulative effect) and
extreme shock models (systems break down because of one single large shock). These shock models
are widely used in many different areas such as reliability, structure and infrastructure engineering,
insurance, credit risk, etc. Therefore, along with meaningful mathematical properties, they have sig-
nificant practical importance and a wide range of applications. In this paper we discuss a reliability
model that reflects the dynamic dependency of the system failure on the system stress induced by
environmental shock process. Standard assumptions in shock models are that failures of items are re-
lated either to the cumulative effect of shocks (cumulative models) or that they are caused by shocks
that exceed a certain critical level (extreme shocks models). In this paper, we present useful gener-
alizations of this setting to the case when an item is deteriorating itself, e.g., when the boundary for
the fatal shock magnitude is decreasing with time. Mathematically, this approach is based on the
consideration of the shot noise process-type stochastic intensity as a model for shocks accumulation.

Model Selection for Relative Density Estimation CS6C
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The comparison of two samples coming from different populations modeled by two real random
variables X and Xy, with cumulative distribution functions (c.d.f.) F' and Fj respectively, is a main
challenge in statistics. The associated methods are required to study the differences among groups
in various fields (biology or social research for examples).

The aim of this work is to tackle this statistical problem by estimating the relative density of X
with respect to X, which is a quite recent tool. Assume that fy, the density of X/, does not vanish
on its support Ay, and denote by F;, * the inverse of Fy. The relative density is defined as the density
of the variable F,(X) and can be expressed as

oy = 120 (@)
foo Fy '(x)’

where o is the composition symbol, f is a density of X, and A C R its support.

S Fo(A),

Although nonparametric procedures are well-developed for two-samples problems, this function
has only been little studied. The most classical methods to compare the c.d.f. F' and Fj are statistical
tests such as Kolmogorov and Smirnov, Wilcoxon, or Mann and Whitney tests, which all check the
null hypothesis of equal c.d.f.. Another usual tool is the Receiving Operating Characteristic (ROC)
curve, which can be defined as the c.d.f. of the variable 1 — Fp(X) and is well-known in fields such
as signal detection and diagnostic test for example. Kernel-based estimators as well as empirical
estimators have been proposed to estimate the ROC curve and also a very similar function, the c.d.f.
of Fy(X). It is called the relative distribution function. The relative density r is its derivative. Kernel
estimates were defined and studied for this function, from an asymptotic point of view, by Cwik and
Mielniczuk (1993) [1] and Molanes-Lopez and Cao (2008) [2].
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We propose to build and study a new adaptive estimator for the function r, from two independent
samples of variables X and X of size n and ng respectively. A collection of projection estimators on
linear models is first defined by minimizing a contrast inspired by the classical density contrast, and
the quadratic risk is studied: the upper-bound is non trivial, and requires non straightforward split-
tings. We obtain a bias-variance decomposition which permits to understand what we can expect at
best from adaptive estimation: the model selection is then automatically performed in the spirit of
the Goldenshluger-Lepski method in a data-driven way. Both nonasymptotic and asymptotic results
are derived: an oracle-type inequality shows that adaptation has no cost, and rates of convergence
are deduced, for functions r belonging to Besov balls. Such results are new for this estimation prob-
lem: especially, no assumption about a link between the sample sizes n and ng is required, and the
regularity assumptions are not restrictive. Simulation experiments illustrate the method.
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Randomized clinical trials (RCTs) are among the most reliable, though still imperfect, sources of
causal information. In this talk, we will present the construction and asymptotic study of adaptive
covariate-adjusted RCTs analyzed through the prism of the semiparametric methodology of targeted
minimum loss estimation (TMLE).

We will show how to build, as the data accrue, a sampling design which targets a user-supplied
optimal design. Interestingly, we do not require that the targeted design belong to a class of designs
which depend on the baseline covariates only through a summary measure taking finitely many
values. We will also show how to carry out a sound TMLE statistical inference based on such an
adaptive sampling scheme. The procedure is robust, i.e., consistent even if the working models,
parametric or non-parametric, involved in its construction are misspecified. The resulting estima-
tor enjoys an asymptotic linear expansion with known influence curve, from which we deduce its
asymptotic normality and an estimator of its asymptotic variance.

We will present the results of a simulation study, comparing the performances of a variety of
estimators based on various sampling schemes (adaptive or not).

Acknowledgment. This research was partially supported by a Chateaubriand Fellowship—Science, Technology,
Engineering & Mathematics (STEM), and by the grant NIH R01 AI074345-06.
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As a result of novel data collection technologies, it is now common to encounter data where the
number of the collected explanatory variables can be very large, while the number of variables that
actually contribute to the model remains small. Thus, a method that can identify those variables
with impact on the model without inferring other noneffective ones will make analysis much more
efficient. Many methods are proposed to resolve the model selection problems under such circum-
stances, however, it is still unknown how large a sample size is sufficient to identify those “effective”
variables. For a fixed large number of variables considered in the model, we apply sequential sam-
pling method so that the effective variables can be identified sequentially and efficiently. When the
sampling is stopped as soon as the “effective” variables are identified, the corresponding regression
coefficients are estimated with satisfactory accuracy. This method is new to both sequential estima-
tions and regression models, and can be easily extended to generalized linear models. We consider
both fixed and adaptive designs in our study, and prove the asymptotic properties of estimates of
the number of effective variables and their coefficients are established under sequential sampling
scenario. The proposed sequential estimation procedure is shown to be asymptotically optimal. Sim-
ulation studies are conducted to illustrate the performance of the proposed estimation method. We
then apply the proposed method to a diabetes data set, and the results will also be reported.
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One way to add heterogeneity to networks consists in allocating positions Z to the nodes in an
unobserved latent space. Here the edge between the nodes i and j has probability f,,(d(Z;, Z;)) where
n is the graph size, d is a distance of the latent space and f,, is a decreasing probability function. Thus
an edge is even more likely when the nodes are close in the latent space.

Hoff, Raftery and Handcock (2002) provide methods of unsupervised node classification and
parameter estimation, the ties being drawn from a logistic regression on the node distance, and the
density of the positions being distributed according to a Gaussian mixture. On the other hand in our
work we are interested in the non-parametric framework, so that there is no predefined constraint on
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the density shape or clustering structure. Here the clusters are defined as connected components of
some level set of the density (Hartigan, 1975). The question is to test whether the density is clustered,
and more generally, what can be inferred from the observed graph about the clustering structure of
the position density in the latent space.

We propose a simple algorithm to estimate the number of such clusters, which generalizes the
procedure of Biau, Cadre and Pelletier (2007). It extracts a graph induced by the observed one,
which is proved to have as many connected components as the density has clusters, with probability
tending to one when n goes to infinity. The algorithm is linear with respect to the number of edges
and hence can process large graphs. A simulation study is carried out to illustrate the behavior of
the algorithm as a function of n. The effect of some parameters, like intercluster distance or maximal
internode connection distance is also illustrated. Furthermore theoretical arguments are provided to
prove the consistency.
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We will present the study in the large dimensional regime of the first order and fluctuations be-
havior of outliers among the singular values of random matrices of the form XD + P, where X is a
renormalized rectangular Gaussian matrix, D a deterministic matrix, and P a fixed rank deformation
matrix. This model finds applications in the fields of signal processing and radio telecommunica-
tions, where for instance P represents snapshots of a discrete time radio signal and X D is a tempo-
rally correlated and spatially independent noise. This is a joint work with R. Couillet, W. Hachem
and X. Mestre.

Modelling Multiple Cut-Points for Subset Effect in Clinical Trials:
A Bayesian Approach
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The objective of this study is to identify the potential time-dependent risk window of miscarriage
rate associated with the bivalent vaccine against human papillomavirus (HPV) type 16/18. A novel
hierarchical Bayesian method is developed to make statistical inference simultaneously on the thresh-
old and the treatment effect restricted on the sensitive subset defined by the risk window threshold.
In the proposed method, the threshold parameter is treated as a random variable that takes values
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with certain probability distribution. The observed data are used to estimate parameters in the prior
distribution for the threshold, so that the posterior is less dependent on the prior assumption. We
then conducted simulation studies to evaluate the performance of the proposed method and estimate
the power in detecting the risk effect. Statistical power of the Bayesian approach and existing method
(e.g. the permutation test) were compared. The proposed model was illustrated with application to
the subpopulation of pregnant women from the Costa Rica Vaccine Trial (CVT).
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In [Chen et al. (1991)], the authors proposed a new two-urn model with red and white balls and
showed that the fraction of red balls in each urn converges to the same limit. In this talk, we extend
their works to a three-urn model, which is described as follows. Suppose there are three urns, urn 4,
urn B and urn C. At the beginning, each urn contains red and white balls. We first draw m, balls
from urn A and note their colors, say i red and m; — ¢ white balls. Then return them into urn A and
add bi red and b(m — i) white balls into urn B. Next, we draw my, balls from urn B and note their
colors, say j red and my — j white balls. Then return them into urn B and add ¢j red and ¢(m2 — j)
white balls into urn C. Finally, we draw ms3 balls from urn C' and note their colors, say £ red and
mg — k white balls. Then return them into urn C' and add ak red and a(m3 — k) white balls into urn A.
Repeat the above action n times and let X,,, 7, and Z,, be the respective fraction of red balls in urns
A, B and C. In this talk, we show some results about the limits of X,,, Y;, and Z,,. We also consider a
multiple-urn model with red and white balls and show some results about the limits of the fraction
of red balls in each urn.
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Analyzing customer purchase frequency is important for companies to know and to target the
profitable segments and to transform the prospects to valuable ones. The traditional Gamma-Possion
form of the negative binomial distribution (NBD) model, adopting conditional probability, proves it-
self a reasonable tool in predicting customer purchase. However one of the limitations of the NBD
model is the purchase frequency does not estimate in each individual-level. We develop a hierar-
chical Bayesian model of the Poisson likelihood with a gamma distribution. The empirical data was
simulated by the Markov Chain Monte Carlo process. Customer purchase frequency of cosmetics
for a drug-chain shop is examined. Results show that proposed model can capture the purchase fre-
quency successfully. The top three attributes that effects purchase frequency are package, promotion
and brand image.
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Inferring phylogenies is important in many scientific areas such as biology, paleontology, bio-
chemistry and bioinformatics. Many statistical methods have been proposed to reconstruct the phy-
logeny from the DNA sequences. Recently, Ancestral Mixture Models has been proposed by Chen
and Lindsay (2006) to infer phylogeny from the binary DNA sequences. It assumes all DNA se-
quences are evolving under Jukes-Cantor one—parameter model that assumes the transitions and
transversions are equal likely, and the frequencies of state A, G, C, T are equal.

In the talk, we will extend the ancestral mixture models to a more general model, HKY85 model,
which meets the reality where transitions happens more often than transversions and the frequencies
of these four states are often unequal. By varying the time parameter, one can create a hierarchical tree
that estimates the population structure at each fixed backward point in time. Theoretical and com-
putational properties and applications of the extended ancestral mixture model will be presented.
Comparisons with other existing methods will also be discussed.
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We derive a single-stage sampling procedure to yield an optimal confidence interval for the lar-
gest (or smallest) location parameter of independent exponential populations in the cases of known
and unknown common scale parameter, where “optimal” is defined based on minimal expected
interval width and best allocation at a fixed confidence. This is equivalent to obtaining an optimal
confidence interval for the largest (or smallest) mean of several exponential populations. The optimal
interval will be asymmetric due to the shifting of the interval to the left of a point estimate of the
largest mean, and the shifting of the interval to the right of a point estimate of the smallest mean. We
also construct a confidence region for the largest and smallest (the extreme values) means of several
independent exponential populations. A confidence region for both the largest and the smallest
population means reveals the quality of the selected best and the worst one in a ranking and selection
procedure. Using numerical methods we obtain the optimal choice of the interval for the largest (or
smallest) location parameter when the scale parameter is known and when it is unknown. Tables of
percentage points are computed for practitioners to use.
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Missing data are common occurrences in longitudinal studies. The impact of missing data on
the analysis of longitudinal data produces the biased parameter estimates and power reduction. Ap-
propriately handling missing data plays a key role for the analysis of incomplete longitudinal data.
The methods for dealing with missing data include complete-case analysis, weighting procedure,
available-data analysis and imputation method. Among those methods, available-data analysis and
imputation method are more efficient approaches for dealing with missing data. The available-data
analysis covers part of the information from subjects who drop out, and provides the availability of
estimates that takes incompleteness into account, while imputation methods fill in the missing val-
ues, construct a completed data set and then to apply standard methods for data analysis without
further developing the new analytical approach.

There are three types of missing data mechanisms: missing completely at random (MCAR), miss-
ing at random (MAR), and missing not at random (MNAR). If the missingness does not depend on
the values of the data, no matter the observed data or missing data, the missing data mechanism is
called MCAR. If the missingness depends only on the observed responses of the data, but not on the
missing responses, then it is called MAR. MCAR assumption is more stringent than MAR assump-
tion. The missing data mechanism is called MNAR if the distribution of missing data depends on the
missing values in the data. The missing data mechanisms, MCAR and MAR, are of primary interest.

An imputation strategy developed by Demirtas and Hedeker (2008) imputes incomplete longitu-
dinal ordinal data, which converts discrete outcomes to continuous outcomes by generating normal
values, employs the multiple imputation method based on normality, and reconverts to binary scale
as well as ordinal one. In this work, an alternative imputation approach based on a random genera-
tion for ordinal responses is proposed for dealing with incomplete longitudinal ordinal data. Com-
pared to the Demirtas and Hedeker method, the performance of the proposed method is evaluated
in terms of standardized bias, root-mean-squared error and coverage percentage under MCAR and
MAR by various configurations.

Acknowledgment. This research was partially supported by Taiwan National Science Council, Grant No.: NSC
101-2118-M-032-010.
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In the pharmacokinetic (PK) study under a 2x2 crossover design that involves both the test and
reference drugs, we propose a mixed-effects model for the drug concentration-time profiles obtained

77



Chen—Chi XXIX-th European Meeting of Statisticians, 2013, Budapest

from subjects who receive different drugs at different time periods. In the proposed model, the drug
concentrations repeatedly measured from the same subject at different time points are distributed ac-
cording to a multivariate generalized gamma distribution and the drug concentration-time profiles
are described by a compartmental PK model with between-subject and within-subject variations. We
then suggest a bioequivalence test based on the estimated bioavailability parameters in the proposed
model. The results of a Monte Carlo study further show that the proposed model-based bioequiva-
lence test is not only better on maintaining its level, but also more powerful for detecting the bioe-
quivalence of the two drugs than the conventional bioequivalence test based on a non-compartmental
analysis suggested by USA FDA or the one based on a well-known mixed-effects model with a nor-
mal error variable. The application of the proposed model and test is finally illustrated by using data
sets in two PK studies.
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One of the challenges in the design of non-inferiority trials is in setting the non-inferiority mar-
gin. In particular, for non-inferiority trials with binary outcomes, various authors including Rohmel
(2001), Garrett (2003), Munk, Skipka and Stratmann (2005), have proposed different functions for
defining the margin. Their approaches can be described generally as follows. Let X7 ~ Bernoulli(p7)
and X¢ ~ Bernoulli(pc) denote the binary outcomes of interest for subjects under a treatment 7" and
a control C' with Bernoulli distributions, where pr and pc are their respective response rates. Let
h(p) denote a certain function of the response rate p. Then the margin drpfor the relative difference
measure (RD) is defined as dgrp = h(pc). However, their functions h(p) do not appear to take into
consideration any potential difference between the variance of pr and the variance of pc. It is im-
portant to note that the heterogeneity in variance is an intrinsic part of any difference between two
Bernoulli distributions. This potential difference in variance is especially pronounced outside the
region (0.20, 0.80) where the rate of change in variance is dramatic as the response rate approaches 0
or 1. Since effective anti-infective treatments usually have a response rate exceeding 0.80, it becomes
important to take this difference into account in defining the non-inferiority margin.

Li and Chi (2011) introduced the concept of an inferiority index between two distributions and
showed how it can be used to define margin function with a specified degree of tightness. In this
presentation, we will show how to apply the theory of inferiority index developed for normal distri-
butions to Bernoulli distributions and obtain margin functions for binary effect measures that natu-
rally accommodate the heterogeneity in variance. In addition, it will be shown how equivalent mar-
gin functions are derived and equivalent non-inferiority hypotheses can be defined through these
equivalent margin functions. Performance of the test statistics associated with these non-inferiority
hypotheses are compared and also compared to the classical Wald tests. The results are illustrated
with an application to the design of Hospital Acquired Bacterial Pneumonia or Ventilation Associated
Bacterial Pneumonia trials.

Acknowledgment. Appreciation to Kim DeWoody and Janssen R&D for their continuing support.
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Small over-represented subgraphs in biological networks are thought to represent essential func-
tional units of biological processes. A natural question is to gauge whether a given subgraph occurs
abundantly or rarely in a biological network, and so we need an accurate estimate of the number of its
occurrences. However, current high-throughput biotechnology is only able to interrogate a portion
of the entire biological network with non-negligible errors (i.e., the observed subnetwork contains
spurious edges, and some edges are missing due to non-detection). We present a framework, which
accounts for the missing and spurious edges, to estimate the number of occurrences of a given sub-
graph. The estimate, based on uniform sampling scheme, is shown to be "asymptotically" unbiased.
Interestingly, (i) we do not need to make any further assumptions of the underlying random net-
work model (such as scale-free, geometric or duplication) in order for the asymptotically unbiased
property to hold; and (ii) the estimation of the number of occurrences of subgraph M is recursively
dependent on the estimates of all subgraphs of M.
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The development of modern technology has made it easier to encounter high-dimensional data
in many different disciplines. Examples are genomic data in biology, financial time series data in
economics, and natural language processing data in machine learning. For these data, ordinary mul-
tivariate procedures, which assume that p (dimension of data) is fixed small, do not fit well, and so a
significant amount of research are made to resolve difficulties from the dimension of the data.

This paper studies the inference of covariance matrix from high-dimensional data. To be specific,
we propose a regularized likelihood ratio (LR) statistic to test high-dimensional covariance matrix in
one sample. In estimation, the sample covariance matrix often becomes poorly conditioned and their
eigenvalues spread out when p increase. For this reason, many estimators for large-scale covariance
matrix are proposed in the literature. Among many, the linear shrinkage estimator, defined by

Sin = aS + (1 —a)l

is most popular and widely used for many multivariate procedures as an alternative to the sample
covariance matrix S. For example, it defines regularized Hotelling’s T-statistic to test the equality of
high-dimensional mean vectors (Chen et al. (2011))
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In this paper, we propose a regularized likelihood ratio (rLRT) statistic to test high-dimensional
covariance matrix in one sample. The statistic is defined by replacing the sample covariance in usual
LR statistic with the linear shrinkage estimator :

p

rLRT := Tr(ihn) — log |§]hn] —p= Z (1/% — logv; — 1),
i=1

where 1, = Yo (l;) = ali+ (1 —«),i=1,2,...,pand [;’s are the smaple eigenvalues of S. The rLRT is
expressed as a functional of empirical spectral distribution of f], so the CLT for linear spectral statis-
tics can be invoked (Bai and Silverstein, 2004). We analytically compute its asymptotic distribution
of rLRT under three assumptions of true covariance matrix, (i) identity matrix (1), (ii) compound
symmetry matrix ((1 — p)I, + plplg), and (iii) a type of singular matrix (block diagonal matrix of
I, pand 1 klg). The asymptotic is for the case when both n and p increases, and p/n approaches to a
constant «y in (0, 1). We apply the asymptotic results to testing the covariance matrix in one sample.
In particular, this study focuses on testing whether the covariance matrix is identity or not.
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The LASSO is a recent technique for variable selection in the regression model
y = XfB+e (1)

where X € R™ ? and ¢ is a centered gaussian i.i.d. noise vector N'(0,5%I). The LASSO has been
proved to perform exact support recovery for regression vectors when the design matrix satisfies
certain algebraic conditions and /5 is sufficiently sparse. Estimation of the vector X3 has also ex-
tensively been studied for the purpose of prediction under the same algebraic conditions on X and
under sufficient sparsity of 5. Among many other, the coherence is an index which can be used to
study these nice properties of the LASSO. More precisely, a small coherence implies that most sparse
vectors, with less nonzero components than the order n/ log(p), can be recovered with high probabil-
ity if its nonzero components are larger than the order o+/log(p). However, many matrices occuring
in practice do not have a small coherence and thus, most results which have appeared in the litter-
ature cannot be applied. The goal of this work is to study a model for which precise results can be
obtained. In the proposed model, the columns of the design matrix are drawn from a Gaussian mix-
ture model and the coherence condition is imposed on the much smaller matrix whose columns are
the mixture’s centers, instead of on X itself. Our main theorem states that X 3 is as well estimated as
in the case of small coherence up to a correction parametrized by the maximal variance in the mixture
model.
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Modern farm buildings can be equipped for remote data collection for various purposes includ-
ing the monitoring of livestock. Water intake of farm animals is an important measure of their health.
Changes in water consumption are an early indication of poor health and a monitoring system that
reliably detects these changes is important. The paper describes work on the water intake of grow-
ing pigs with data consisting of intakes in 15-minute intervals over a 6 week period. The data are
characterised by marked diurnal variation with frequent zeros in some periods. Bayesian inference
was used to develop a model for the normal behaviour. The model was then used to develop an
early warning system to detect deviations in the pattern of water intake. The aim is to improve the
health and productivity of the pigs. The paper then reports on progress to apply these techniques
in the wider context of farm building design, developing innovative algorithms to run in real time
monitoring livestock on working farms.
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The smoothing of online monitoring data is an important task, for example in the medical field,
important life-related decisions are dependent on the outcome of such data. The basic goal is to ex-
tract the underlying, clinically relevant signal from the observed time series. Short-term fluctuations
and outliers caused by, for example, the movement of the patient or measurement errors, should be
removed, while sudden level shifts and monotonic trends should be preserved. Medical researchers
should know which length of block pulse of blood pressure can be ignored, or is dangerous to the
patient, and hence the smoothing algorithm can be set to correspond to these limits.

In this paper the compound LULU smoother of Conradie et.al (2009) is investigated to determine
its ability to attenuate Gaussian noise, to resist outliers and to preserve abrupt shifts in case of a
constant signal and in a trend period via simulations. This smoother belongs to the class of LULU
smoothers that was introduced into the mathematical literature by Rohwer (1989). It is showed in the
literature in a series of papers, that they have very attractive mathematical properties. These include
idempotency-, co-indempotency-, stability-, trend preserving and variation decomposing properties
which make them worthy competitors to the well-known nonlinear smoothers found in the literature.

The extent to which the compound LULU smoother reduces Gaussian and spiky impulsive noise
and preserves level shifts in case of a constant signal and in a trend period, is determined in this
paper. This investigation was motivated by the sound mathematical theory that underlies LULU
smoothers as well as their good performance in the comparisons with a number of Tukey’s median
smoothers in their ability to recover a sinusoidal signal of different frequencies with contaminated
normal noise and impulsive noise added.
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This paper investigates the unexplored performance of LULU smoothers in handling spiky noise
and level shifts under the circumstances mentioned above. Monte Carlo experiments for a compar-
ison of the compound LULU smoother with the running median in basic data situations and in the
presence of observational noise were carried out. It was found that the compound LULU smoothers
perform extremely well in the cases when the level shift or outliers are in the opposite direction of
the trend.
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Single label classification is concerned with learning from a set of instances where each instance
is associated with a single label from a set of disjoint labels. This includes binary classification, where
only two different labels are available, and multi-class classification for cases where more than two
labels are available. Multi-label learning problems are concerned with learning from instances where
each instance is associated with multiple labels. This is an important problem in applications such
as textual classification, music categorization, protein function classification and the semantic classi-
fication of images.

Several procedures have been proposed for multi-label classification - see for example Madjarov
et al. (2012) for an overview. The relative merits of these procedures are investigated in the literature
in terms of their performance on benchmark data sets. This approach may however not give a true
picture, since these benchmark data sets most probably do not provide a representative picture of
all cases which may occur in practice. According to Luaces et al. (2012) the benchmark data sets
used in many papers are fairly similar in their characteristics. It seems therefore that a case can be
made for generating artificial multi-label data to use in simulation studies for comparing multi-label
classification procedures.

There are only a few papers in the literature dealing with generating synthetic data for multi-
label classification: see Luaces et al. (2012). In this paper a brief review of these contributions is
presented, followed by a description of a new proposal. We propose generating the indicator matrix
of an artificial data set by either using the method of overlapping sums (see Park et al., 1996), or
by using appropriately thresholded values generated from a multivariate normal distribution. Both
these methods make it possible to introduce correlation between the label indicator vectors. The fea-
ture values required to complete the synthetic data set are generated in such a way that the presence
or absence of labels in a data case is reflected in the feature values. An attempt is also made to gen-
erate feature values in such a way that these values will be suitable to distinguish between relevant
and irrelevant variables (with a view to variable selection).

We conclude the paper by applying several multi-label classification procedures to data generated
using the new proposal.
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In this paper, modified progressive censored sampling plan is proposed. The maximum likeli-
hood (ML) estimates of the parameters of Weibull distribution are discussed with EM algorithm un-
der introduced sampling plan. Simulation study is implemented to compare the asymptotic variance-
covariance matrix, mean square errors(MSEs) and biasses of the ML estimates of proposed scheme
with those of progressive censoring scheme. Finally, a numerical example is also given to illustrate
the methodology.

Acknowledgment. This research was partially supported by Selcuk University BAP Office.

Using Robust Principal Component Analysis to Define an Early CS25C

Warning Index of Firms” Over-Indebtedness and Insolvency Stoch.
Finance II.

G. DAMIANA COSTANZO*!, DAMIANO B. SILIPO*, MARIANNA SUCCURRO*

*University of Calabria, Rende (CS), Italy
femail: dm.costanzo@unical.it 86:G.DamianaCostanzo.tex,session:CS25C

The aim of the paper is to define an early warning index for firms” insolvency on the base of
accounting data taken from the Amadeus database, Bureau van Dijk. A correct measure of firm’s
insolvency level is very important both for potential investors and for management, stockholders
and actual or potential firm’s competitors. An early warning index could signal a critical level of
over-indebtedness behind which the financial status of the firm becomes pathological, therefore very
difficult to rehabilitate. Given the international financial crisis and the actual recession of several
economies, interesting applications of this analysis could be mentioned so as significant future re-
search developments.

Preliminary steps in the analysis of the firms’ over-indebtedness deal with:

1. the definition of a set of variables including several aspects of the indebtedness phenomenon
(leverage, indebtedness capacity, form of the financial debt, net financial position, etc.);

2. the setting up of criteria which allow to establish when a firm may be considered over-indebted.
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Following this approach, to evaluate the financial condition of the firm we built up a debt index
which includes eleven financial ratios; while to measure firm'’s debt sustainability, we built up a sec-
ond index including three ratios related to the capability of the firm to meet financial obligations with
current income. On the base of accounting data taken from the Amadeus database (Amadeus Corre-
spondence table for Italian companies), we estimated previous indices by considering a Robust Principal
Component Analysis methodology. In fact, it is well known that classical Principal Component Anal-
ysis, was originally developed for multivariate normal data, its performance and applicability in real
scenarios are limited by a lack of robustness to outlying observations; both the variance (which is be-
ing maximized) and the covariance matrix (which is being decomposed) are very sensitive to anoma-
lous observations. Consequently, the first components are often attracted towards outlying points,
and may not capture the variation of the regular observations. Therefore, data reduction based on
Principal Component Analysis becomes unreliable if outliers are present in the data, and that was
the case in our financial data.

We then compared our early warning index OI, to some other famous indices in literature as for
example the well-known z-score. Since these indices were also defined by using standard statistical
methods (i.e. Discriminant Analysis and Logit Models) interesting considerations emerged both from
statistical and interpretative point of views.

i In Memoriam Sandor Cs6rg6: an Appreciative Glimpse of his

e Manifold Contributions to Stochastics, a Tribute to my brother Sandor
Mem.

Lecture MIKLOS CSORGO**

*School of Mathematics and Statistics, Carleton University, Ottawa, Canada
femail: mcsorgo@math.carleton.ca 87:MiklosCsorgo.tex,session:CsorgoL

1S7 Statistical Interpretation of Forensic Glass Evidence

S8 JAMES M. CURRAN
“Department of Statistics, University of Auckland, New Zealand

femail: j.curran@auckland.ac.nz 88:JamesMCurran.tex,session:IS7

The field of statistical evidence interpretation involves objectively evaluating the weight of the ev-
idence for the court. Physcial evidence can take many forms: biological material, fingerprints, bullets,
paint, fibres, glass, etc. In this talk I will discuss models for the evaluation of forensic glass evidence.
Glass evidence is primarily quantified either by its refractive index, or by its elemental composition.
Both of these methods of measurement have their own interesting characteristics which in turn re-
quire careful statistical consideration. Glass evidence evaluation is also quite unique in that it is one
of the few evidence types that includes assessment of the transfer and persistence mechanisms.

Blessi " How to Detect Asset Bubbles and Crises

VeSS ANNA CZENE™, MIKLOS LUKACS®!
in Stoch.
Fin. *Eotvos Lorand University, Budapest, Hungary,
TCorvinus University of Budapest, Hungary
femail: czene.anna@gmail.com 89:Czene_Lukacs.tex,session:0CS32

This talk discusses the modelling of appearance of bubbles in asset valuations. There are at least
two major lines in the literature, one relates bubbles to asset price volatility, the other associates
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bubbles to trends or drift coefficients. The first lines are best represented by the works of Jarrow and
Protter, see [Protter 2012] and references therein, whereas for the other line Ledoit-Johansen-Sornette
(LJS) [Ledoit et al. 1999] is a standard starting-point reference, with some more recent works also to
mention [Sornette et al. 2012].

Our model is built up similarly to the LJS one, where the growing of a bubble is associated with
the drift coefficient, while the price dynamics satisfy a simple stochastic differential equation with
drift and jump, and the dynamics of the jumps is governed by the crash hazard rate.

In contrast to the L]JS model, where drift and jump intensity are predefined functions of time, inde-
pendent of the actual price process, in our model the drift and the jump probability (the probability
of the burst of the bubble) depends on the price process itself through an exponentially weighted
moving average trend. With this moving average we introduce a self exciting growth-factor putting
more emphasis on the last moment growth and this way we are able to take into account the greed
affecting the strategies of traders.

We calculate the expected value of returns by solving the Backward-Kolmogorov equations and
fit the solution to the price series data. The fitted function is a concave curve where the linear term
and the curvature parameters are quantified. This way we estimate (as in LJS) those parameters that
carry information of the possibility of a crash. Strong empirical evidence exists that the estimated
parameters change with an approaching crisis, and the direction of change is always the same. The
method was tested on the house price bubble in 2007, further, on many stock price time series like
e.g. Apple.

In a neutral market there exists an initial range of parameters and as the bubble grows and reaches
an extreme volume before its burst, the parameters suddenly change, and this change can be detected
efficiently. After the burst the parameters return quickly to the initial neutral range. The difference
in the neutral and extreme position is correlated to the extent of the crash.

Acknowledgment. We are grateful to Laszl6 Markus for drawing the topic to our attention, and for the subse-
quent consultations. We are also very thankful to Zsolt Bihary for regular consultations on the model building.
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Most of the statistical methods that have been used for the construction of dietary patterns in-
volve factor or principal component analysis, thus exploring the correlations among food groups,
and/or combinatorial algorithms of cluster analysis, hence minimizing some predefined cluster cri-
terion. Within these methods, and with the purpose of evaluation of diet-disease relationships, it has
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been advocated that a two-step procedure computing covariate-adjusted food consumption residu-
als before the cluster construction should be followed. This is to ensure that the relationships are
specific, and not a reflection of a more general association with total quantity of food consumed. Co-
variates should include total energy intake and may also consist of other descriptive variables such
as age, body weight or body mass index.

Recent studies suggested the use of finite mixture models for the identification of eating habits. In
these models, data are viewed as coming from a mixture of probability densities, each representing
a different cluster, and, if necessary, both the mixing proportions and the probability densities can be
conditioned on covariates of interest.

Mixture modelling brings several advantages over the previous approaches: it allows problems
such as the choice of the number of clusters and of the clustering method to be recast as statisti-
cal model choice problems; it produces posterior cluster membership probabilities for each subject,
given individual food intakes and any other relevant variables, therefore providing measures of un-
certainty of the associated classification; it allows for food consumption covariates adjustment si-
multaneously with the fitting process, instead of the usual two-step procedure from factor analysis
mentioned earlier; it allows for pattern prevalence to depend on a set of (concomitant) variables,
which avoids biases in the usual three-step procedure given by: finite mixture modelling (with no
covariates) — classification of individuals based on posterior probabilities — multinomial regression
analysis relating classes to covariates [A. Rita Gaio et al. (2012)]; if different food group variances are
permitted, it becomes scale invariant and thus makes variable standardization redundant; it allows
for correlated measurement errors between some or all food groups, by suitable parameterizations
of the covariance matrix.

Different parameterizations of covariance matrices may include the diagonal, the eigenvalue de-
composition, the intraclass correlation or one-factor model, generalizations of this based on factor
analysis and structural equations, autoregressive and other parameterizations common in time se-
ries, and models in which covariances are functions of distance in either Euclidean or a deformed
space. These different approaches may be impractical in small to moderately sized samples due to
the high number of estimated parameters that they require.

An issue that typically arises when analysing dietary data is food non-consumption. Large num-
bers of food non-consumers result in zero-inflated distributions and estimation difficulties when the
food group variables are treated as continuous variables. Possible solutions include dichotomizing
food groups whose non-consumption is higher than 50%, a two-part model combining an indicator
of food non-consumption with a continuous measurement for consumers, the use of multinomial or
censored normal distributions for food group variables, and, for compositional data, the assumption
that the data arise from a Euclidean projection of a multivariate Gaussian random variable onto the
unit simplex.

Still related to food group distributions and their different shapes is the choice of food group
units (e.g. daily servings, daily grams, percent energy) and their treatment (e.g. log transformed,
square-root transformed, adjusted for total energy intake, standardized), which vary across studies.

In this work, we present a restricted mixture model approach that greatly reduces the number
of model parameters of the generic mixture models. The approach is illustrated with an analysis of
Portuguese data from a food-frequency questionnaire, and with a simulation study. It is shown that
the model has a good performance in the associated classification, particularly when applied to small
samples.
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In neuroscience the understanding of phase synchronization is of high importance since phase
synchronization is regarded as essential for functional coupling of different brain regions. In this talk
we point out that, after some mathematical transformation, there exists a close connection between
the theories of phase synchronization and cointegration which has been the leading theory in econo-
metrics with powerful applications to macroeconomics during the last decades. As a consequence
several techniques on statistical inference for cointegrated systems can immediately be applied for
statistical inference on phase synchronization based on empirical data. This includes tests for phase
synchronization, tests for unidirectional coupling and the identification of the equilibrium from data
including phase shifts. We give an example where a chaotic Rossler-Lorenz system is identified with
the methods from cointegration. Cointegration may also be used to investigate phase synchroniza-
tion in complex networks.
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For nonstationary processes there usually exists no unique spectral representation. For locally
stationary processes it can be shown that the time varying spectral density exists uniquely in an
asymptotic sense. We discuss different estimates of the time varying spectrum and derive it’s prop-
erties including uniform convergence.

In addition many statistics of interest can be written as a functional of time varying spectral es-
timates. A key role in the theoretical treatment of these statistics is played by the empirical spectral
process. We present a functional central limit theorem for such processes indexed by function spaces,
a Bernstein type exponential inequality and a maximal-inequality. Furthermore, we indicate how the
above results on the empirical spectral process can be used for the theoretical treatment of inference
problems for locally stationary processes.
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The first part of the talk is concerned with the theoretical foundation of adaptive numerical
schemes. It is well-known that the order of approximation that can be achieved by adaptive and
other nonlinear methods is determined by the regularity of the exact solution in a specific scale
of Besov spaces. In contrast, the approximation order of nonadaptive (uniform) methods is deter-
mined by the Sobolev smoothness. Therefore, to justify the use of adaptive schemes, sufficiently
high Besov smoothness compared to the Sobolev regularity has to be established. We show that for
linear stochastic evolution equations in Lipschitz domains the spatial Besov regularity of the solu-
tion is commonly much higher than its Sobolev smoothness, so that the use of adaptive schemes is
completely justified. In the second part of the talk, we introduce new (spatial) noise models which
are based on wavelet expansions. The approach provides an explicit control on the Besov smooth-
ness of the realizations. We study different linear and nonlinear approximation schemes and discuss
adaptive wavelet algorithms for stochastic elliptic equations based on these new random functions.

Acknowledgment. This work has been supported by Deutsche Forschungsgemeinschaft, grants DA 360/13-1,2,
RI599/4-1,2, SCHI 419/5-1,2.
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In this talk, I will present a novel approach to the problem of learning sparse representations in
the context of indirect or fused sparsity and unknown noise level. We propose an algorithm, termed
Scaled Fused Dantzig Selector (SFDS), that accomplishes the aforementioned learning task by means
of a second-order cone program. A special emphasize is put on the particular instance of indirect
sparsity corresponding to the learning in presence of outliers. I will present finite sample risk bounds
and carry out an experimental evaluation on both synthetic and real data.

The paper can be found at http://hal.archives-ouvertes.fr/hal-00742601/.
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Two common features of clinical trials, and other longitudinal studies, are (1) a primary interest
in composite endpoints, and (2) the problem of subjects withdrawing prematurely from the study.
In some settings, withdrawal may only affect observation of some components of the composite
endpoint, for example when another component is death, information on which may be available
from a national registry. In this work, we use the theory of augmented inverse probability weighted
estimating equations to show how such partial information on the composite endpoint for subjects
who withdraw from the study can be incorporated in a principled way into the estimation of the
distribution of time to composite endpoint, typically leading to increased efficiency without relying
on additional assumptions above those that would be made by standard approaches.
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This article proposes a family of link functions for the multinomial response model. The link
family includes the multicategorical logistic link as one of its members. Conditions for the local
orthogonality of the link and the regression parameters are given. It is shown that local orthogonality
of the parameters in a neighbourhood makes the link family location and scale invariant. Confidence
regions for jointly estimating the percentiles based on the parametric family of link functions are
also determined. A numerical example based on a combination drug study is used to illustrate the
proposed parametric link family and the confidence regions for joint percentile estimation.
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High-throughput genomic, epi-genomic and proteomic technologies are now in common use
in molecular biology and the biomedical sciences. Some examples are microarrays, serial analysis
of gene expression (SAGE), tandem mass spectrometry (MSMS), chromatin immuno-precipitation
(ChIP) and next-generation sequencing. Some of these technologies produce large amounts of count
data (e.g. SAGE, LC-MSMS, RNA-seq) that are noisy, over-dispersed and/or zero-inflated. Con-
ventional statistical methodologies for discrete data do not work well in those cases. Modelling
and analysis strategies are needed that take into account the over-dispersion and/ or zero-inflation.
As with any high-throughput technology, the choice of an analysis methodology is critical to in-
terpreting the data and understanding the underlying biological mechanism. Here we discuss the
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modelling and analyses of three such datasets (a genomic, a proteomic and a next-generation se-
quencing dataset) and the associated statistical issues. These analyses are motivated by important
scientific questions coming from real-life scientific investigations such as a study of the host genomics
in bovine Salmonella infection, prediction of the abundances of undetected proteins in Desulfovibrio
vulgaris, etc. Techniques such as parametric and semi-parametric Bayesian hierarchical modeling,
zero-inflated Poisson regression and two-stage Poisson model are used to address those questions.
Brief summaries of results and conclusions will be presented, time permitting.
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Middle censoring refers to data that becomes unobservable if it falls within a random interval.
Middle Censoring is a generalization of the existing left censoring, right censoring and double cen-
soring schemes. It was introduced by Jammalamadaka and Mangalam (2003) and recently has been
studied in a few papers in which the censoring mechanism is non-informative (independent). In any
lifetime study, if the subject is temporarily withdrawn from the study we obtain this middle censoring
situation. Practically, this censoring also occurs in clinical trials if the clinic where the observations
are being taken is closed for a period (off-period), or when patients are temporarily withdrawn from
clinic for some internal or external causes. Usually the association between the survival time (time-
to-event) and the beginning of the censoring time is controversial. In some clinical trials, potentially
harmful therapies (e.g. radiation or chemotherapy) may have side effects on patients, depending
on the toleration of patients and the harmful degree of the therapy. Then patients may need to be
withdrawn from the clinic for a period of recovery. In such cases the time of withdrawal depends
on the risk of time-to-event (e.g. relapse), and if the event happens within the off-period (censoring
interval), we deal with dependent middle censored data.

In this paper, we deal with dependent middle censoring with a censoring interval of fixed length
where the lifetime and lower bound of censoring interval are variables with a Marshall-Olkin bivari-
ate exponential distribution. The ability to estimate a survival parameter in the presence of censoring
is an important issue which has been studied extensively in recent years. In this set up, we derive a
characterization of maximum likelihood estimators for survival parameters, but not in closed form.
To compute estimates of the unknown parameters, we use an iterative numerical method. We also
propose Bayes estimators of the parameters and the survival function under gamma priors and the
squared error loss function in a closed form. A Monte Carlo simulation is carried out to compare
these estimators. Finally, using simulated data, we compare the real survival curve with both its ML
and Bayes estimates.
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In the talk we will consider both Lévy and Gaussian driven queues (i.e. processes reflected at 0),
and focus on the distribution of M(t), that is, the minimal value attained in an interval of length ¢
(where it is assumed that the queue is in stationarity at the beginning of the interval).

In the first part of the talk, that deals with Lévy queues, we will provide explicit characterization
of this distribution, in terms of Laplace transforms, for spectrally one-sided Lévy processes (i.e.,
either only positive jumps or only negative jumps). Then, both for Gaussian and Lévy case, we will
analyze the asymptotics of P(M(T,) > u) (for different classes of functions T;, and u large).
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Let {X(t),t € R} be an almost periodically correlated process and {N(t),t > 0} be a homoge-
neous Poisson process (also denoted by its time jumps {¢; : k¥ > 1}). We assume that {X (¢),t € R}
and {N(t),t > 0} are independent. Moreover, the process {X; : t € R} is not observed continu-
ously. Only the time series {Z;} = {X}, } is observed. In this work we focus on the estimation of
the cyclic mean of {X(¢),t € R}. The asymptotic normality of the estimator is shown. Additionally,
the bootstrap method based on circular block bootstrap is proposed. The consistency of the boot-
strap technique is proved and the bootstrap quantiles for the normalized errors of estimation are
computed. A simulation data example is also provided.
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We consider two-sample precedence-type tests based on the number of observations of the first
sample less than the k-th order statistic in the second sample. Such tests have been discussed at length
(refer to the monograph of Balakrishnan and Ng (2006)) in the literature since their introduction by
Mosteller (1948). Besides exact formulee for the distribution function of these statistics (under the
assumption of equal continuous distributions), we show that their limit law when the sample sizes
increase to infinity, with their ratio tending to a limit, for a fixed %, is negative binomial. We extend
these results to the case where k depends upon the sample sizes.
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We give necessary and sufficient conditions for the variance of the partial sums of stationary
processes to be regularly varying in terms of the spectral measure associated with the shift operator.

Similar results will be given for functionals of stationary reversible Markov chains, using Taube-
rian theory. Finally for stationary Markov chains with normal transition operator, the spectral mea-
sure of the Markov transition operator is linked to that of the shift operator through the use of the
Poisson kernel, and necessary and sufficient conditions are expressed in terms of harmonic measure.

This is joint work with S. Utev(University of Nottingham, UK) and M. Peligrad (University of
Cincinnati, USA).
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The objective of this paper is to provide a sound theoretical framework for risk assessment, when
dangerous events coincide with the occurrence of extremal values of a (continuous) random field
with an intrinsic regularly varying behaviour.

The dataset is provided with the courtesy of GTT(Gaz Transport & Technigaz), a society designing
the insulation membrane for the tanks of the ships conveying liquefied natural gas (LNG) at —163°C.
When the ships are set into motion they sometimes experience an hydrodynamic phenomena called
sloshing that leads to the creation of waves of LNG that hit the tank walls and might damage the
insulation membrane. GTT studies sloshing pressure loads by means of small scale tanks (1/40)
instrumented with arrays of sensors.

The theory of regular variations provides a non asymptotic semi-parametric framework, making
possible an appropriate description of heavy-tail phenomena. In risk assessment, this conservative
approach avoids underestimating the probability of occurrence of extreme events and is the main
mathematical tool to carry out worst-case risk analyses in various fields such as meteorology, finance
or insurance. Yet, a general theory for spatial processes with intrinsic marginal regularly varying
behaviour has not been developed so far, to the best of our knowledge. The present work extends
the concept of (multivariate) regular variations to the spatial setup and generalises the heavy-tailed
property for multivariate random vectors to random fields.

The key parameter of heavy-tailed modelling is the tail index. In the univariate setup, the cele-
brated Hill estimator is commonly used and has been extended to a wide variety of data, especially
to mixing-sequences. A significant contribution of this work is to propose a new aggregated tail-
index estimator for Heavy-tailed random fields as a combination of the marginal Hill estimators of
the tail index. Formally, suppose the field is strictly stationary and is observed on a discrete grid,
say at the locations s1,...,s5. Denote by «a the tail index of the margins of the field and by H ,gl)
the hill estimator at the location s;. In the case when the observations at two different locations
are independent, the asymptotic distribution of any combination of the marginal Hill estimators is
straightforward to derive. However, in the presence of dependences, which will generally be the
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case, the derivation of the asymptotic distribution of the aggregated estimator is much harder. We
show that vk (H ,gl) -1/a,....,H ,gd) -1/ a) is asymptotically Gaussian and we compute the asymp-
totic covariance matrix. We use this result to derive the asymptotic properties of the aggregated

estimator. This result enables to combine all the observations of the field at all the locations, even in
the case of dependencies, and to obtain a much more accurate estimation of the tail index.

This work make possible an efficient modelling of continuous spatial processes with intrinsic
marginal heavy-tailed behaviour together with a very accurate estimation of the tail index, taking
into account the dependencies between the observations. It is successfully applied on GTT’s dataset.
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We study families of positively or negatively associated random variables (see the definitions and
a number of examples in [Bulinski, Shashkin (2007)]).
Theorem 1. Let (X,Y") be a positively or negatively associated square integrable random vector with values
in R2. Suppose that X and Y have bounded densities px and py respectively. Then the following inequality
holds
sup |eov([{X >z}, Y > y})l < Cf™ (ming[[px ool |py [locl cov(X, Y], 1}). Q)
x,yc
Here C| is a positive constant and f(0) = 0, f(z) = 2%/log(e/x), = € (0, 1].
The optimality of this estimate is demonstrated by
Theorem 2. For any r € (0,1] one can find a positively associated square integrable random vector (X,Y")
with values in R?, such that cov(X,Y) € (0,7], [|px |loo = [Py |lco = 1 and

sup cov(I{X >z}, I{Y > y}) = Cof ™ (cov(X,Y))
z,yeR
where Cy > 0 is a constant.

Consider now an application to the theory of excursion sets. Let ¢ = {¢;, t € R?} be a measurable
strictly stationary associated random field with continuous covariance function r(t) = cov(&p, &),
t € R Foru € Rand n = (n1,...,nq) € N? introduce

S(t) = <n>1/2/E (& > u} — P(&o > u))dz, t=(t1,... ts) € [0,1]%,

here (n) = ny - ... -ngand E,; = [0,n1t1] x --- x [0,n4t4]. In other words S, (t) is the centered
and normalized excursion set volume of the field £ on E,,; at level u. Using (1) we establish (cf.
[Bulinski et al. (2012)])

Theorem 3. Let &y have a bounded density. Suppose also that r(t) = O(||t||”*), @ > 2d. Then for any
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sequence n'F) = (ngk), . ,n&k)) with ngk) — 00,1 =1,...,d, the random fields S, ), converge weakly in the
space C ([0, 1]%) as k — oo to the Gaussian random field o, W where

o2 = / cov(I{&o > u}, I{&; > u})dx
R4

and W is a d-dimensional Brownian motion.
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We present a general result about the consistency of the maximum likelihood estimator for Gibbs
Point Processes. In our setting, consistency means the almost sure convergence of the estimator to
the true parameter when the observation window goes to the full space.

During the talk, a particular interest will be given to the Strauss model. Let us recall that its
conditional distribution, in any compact set A C R? and given the configuration ¢, is absolutely
continuous with respect to the homogeneous Poisson Point Process in A with the density

Fa(p) = Calppc).2Nal@)ySal)

where C (¢ac) is a normalization constant, Ny (¢) is the number of points of ¢ in A and

Sap) = Z 1, y<r-

{zy}eep
{z,y}NA#£D

Our Result allows to prove the simultaneous consistency of the Maximum Likelihood Estimator
of z,7, R although the density is discontinuous with respect to R.

In a general setting, let us consider a Gibbs Point Process P in R? for an interaction which depends
on a parameter § in a compact set © in R”. Let us consider a sequence of finite windows A,, in R?
which converges to the full space RY. Let ® be a realisation of P in R? and 0,,(®) be the Maximum
Likelihood Estimator in A,, based on ®,, (the restriction of ® in A,). Our main result claims that
under suitable assumptions, for P-almost every realization ®, the estimator én(q)) converges to 0.

The main technical assumption is a variational principle in the spirit of statistical physics. It
means that the Gibbs Point Processes are exactly the minimizers of the free energy. This assumption
is satisfied in several models [Georgii (1994), Dereudre and Georgii (2009)]. The other assumptions
are standard and, in particular, the regularity of the interaction with respect to the parameters is not
required.
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The scheme of proof was first proposed in [Mase (2000)] for exponential models. It means that
the interaction depends linearly on the parameters. The originality of our work is, therefore, to
provide a general proof of the consistency of the MLE when the interaction depends arbitrary on the
parameters.
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Let {X ()5 X (n)} be random row vectors independently drawn from a p-variate normal dis-
tribution with zero mean 0 and full rank covariance matrix 3. Let mg, ..., m, be row vectors of

dimension p. The non-central Wishart distribution is the distribution of the square random matrix of

order p
n

Wp(n, E,M) = Z(X(Z) — mZ)T(X(Z) — mi), with M = ZmZTmZ
i=1 i=1
The matrix 2 = 1M is the non-centrality matrix and it is usually used instead of M to parametrize
the Wishart distribution.

Wishart distributions have applications in several areas: a good review of fields, within these
distributions are successfully employed, is given in [Withers et al. (2012)]. In parallel to its spread
in the applications, also its mathematical properties including determinant, eigenvalues and other
characterizations have received great attention in the literature. In particular the derivation of explicit
expressions for moments and cumulants is still object of in-depth analysis and the computation of
joint moments

E {Tr (W (n)Hy]™ - - Tr [W(n)Hm]im} with Hy,..., H,, € CP*? )

is a very general task: for example, when Hy, ..., H,, are sparse matrices, equation (1) returns joint
moments of entries of W), (n, X, M).

The aim of this contribution is twofold: to give a closed form formula to compute joint moments
(1) and to introduce a symbolic method, known in the literature as the classical umbral calculus,
as a natural way to deal with moments of Wishart distributions. This method allows us to man-
age moment sequences without making hypothesis on the existence of an underlying distribution
probability. Many results rely on the representation of the non-central Wishart random matrix as
convolution of its central component and a matrix of formal variables (or symbols), whose entries
are uncorrelated with those of the central component. In order to take into account the cyclic property
of traces, the notion of necklace is fruitfully employed in their computation allowing to set up an
efficient symbolic procedure. The algorithm in Maple 12 is available on demand. Comparisons with
the other techniques proposed for computing moments of non-central Wishart distributions are also
given.
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Dynamic factor models (DFMs) are popular tools in econometrics to describe the dynamics of a
multi-dimensional time series by a lower-dimensional set of (possibly latent) common factors.

Assume that a p-dimensional, covariance-stationary stochastic process X = (X(¢) : 1 <t < T)
can be observed in discrete time. Then, a DFM takes the form

ZA f(t—s)+e(t),1<t<T.

Thereby, £(t) = (f1(t), ..., fr(t)) " with k < p denotes a k-dimensional vector of common factors and
e(t) = (e1(t),...,&p(t)) " denotes a p-dimensional vector of specific factors, to be regarded as error or

remainder terms. The entry (¢, j) of the matrix A(s) quantitatively reflects the influence of the j-th
common factor at lead or lag s, respectively, on the i-th component of X(t), where 1 < i < p and
1<j<k

Based on the theory of multiple statistical hypothesis testing, we elaborate simultaneous statisti-
cal inference methods in such models. Specifically, we employ structural properties of multivariate
chi-square distributions in order to construct critical regions for vectors of Wald statistics for testing
linear hypotheses regarding parameters of the frequency-domain representation of the model. The
autocovariance function of the observable process X, I'x for short, and its spectral density matrix Sx
(say), can be expressed as

Cx() = EXOXC+0T)= 30 AG) 3 Telut s~ 0A@) + o)
Sx(w) = (2m)~! Z I'x (u) exp(—iwu)

= Aw)Sp(w)A(W) + Se(w), -7 <w <,

where A(w) = 3°%° _ A(s)exp(—iws) and the prime stands for transposition and conjugation. A
localization technique allows to apply likelihood-based inference methods to the model, assuming
that the model is identified, model restrictions are testable, and the sample size 7" is large. In this, we

make use of the asymptotic distribution of the vector of test statistics.

Examples of important multiple test problems arising in dynamic factor models demonstrate the
relevance of the proposed methods for practical applications. In particular, we demonstrate how the
problems "Which of the specific factors have a non-trivial autocorrelation structure?" and "Which of
the common factors have a lagged influence on X?" can be addressed by our methodology.

96



XXIX-th European Meeting of Statisticians, 2013, Budapest Dirick

Performing Model Selection in Mixture Cure Models for the Analysis &)™

of Credit Risk Data Model Sel,
Info Crit

LORE DIRICK*!, GERDA CLAESKENS*, BART BAESENS*

*ORSTAT and Leuven Statistics Research Center, KU Leuven, Leuven, Belgium
femail: Lore.Dirick@kuleuven.be 108:LoreDirick.tex,session:CS9B

In recent research, several survival analysis techniques (originally mainly used in medical sci-
ence) are being used to analyze credit loan information. The advantage of this method compared
to previously used methods of credit scoring (e.g. cluster analysis, logistic regression) is that, when
using survival analysis, one is able to predict when creditors will default and not only whether they
will default. In the credit risk context, the survival function S(¢t) = P(T > t) can be interpreted as
the probability that some customer will still be repaying his loan at timepoint ¢.

Despite the fact that there are certain analogies between standard survival and survival in a credit
loan context, there are also differences that might make the standard survival analysis approach in-
appropriate for the analysis of credit data. The main problem is that, typically, a very high proportion
of credit data is right-censored, not only because the customer default is not observed during the ob-
servation period, but simply because default does not take place in the entire loan lifetime. Because
of this, Tong et al. (2012) use a mixture cure approach to analyze the credit risk of a specific customer.
The idea behind such models is that the population of loan applicants comprises two subpopula-
tions, one that contains applicants that are susceptible to default (hence will default eventually), and
another one that contains applicants that are not susceptible, or immune, and will never default. The
susceptibility of a certain loan applicant is modeled by the so-called incidence model part, using logis-
tic regression. Survival times of the susceptible subpopulation part are consequently modeled by the
latency model part using proportional hazards regression. Recently, an R-package was introduced by
Cai et al. (2012) to estimate such semi-parametric mixture models.

Using a mixture cure model involves working with a separate parameter vector for each of the
two model parts. These two covariate vectors may or may not contain the same elements, which
suggests that performing model selection on these kind of models could be very useful. However,
hardly any attempts to perform model selection have been made in previous research. The use of
widespread model selection criteria such as Akaike’s information criterion (AIC) and the Bayesian
information criterion (BIC) for those mixture cure models is not straightforward, because the exact
likelihood can not be computed because there is a problem of missing information. We develop
and present an AIC for mixture cure models, using the idea of Cavanaugh and Shumway (1998) of
calculating complete data log likelihoods performing the (supplemented) EM-algorithm.
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Parameter estimation in multi-dimensional diffusion models with only one coordinate observed
is highly relevant in many biological applications, but a statistically difficult problem. In neuro-
science, the membrane potential evolution in single neurons can be measured at high frequency, but
biophysical realistic models have to include the unobserved dynamics of ion channels. One such
model is the stochastic Morris-Lecar model, defined by a non-linear two-dimensional stochastic dif-
ferential equation. The coordinates are coupled, i.e. the unobserved coordinate is non-autonomous,
the model exhibits oscillations to mimick the spiking behavior, which means it is not of gradient-
type, and the measurement noise from intra-cellular recordings is typically negligible. Therefore the
hidden Markov model framework is degenerate, and available methods break down. The main con-
tributions of this paper are an approach to estimate in this ill-posed situation, and non-asymptotic
convergence results for the method. Specifically, we propose a sequential Monte Carlo particle filter
algorithm to impute the unobserved coordinate, and then estimate parameters maximizing a pseudo-
likelihood through a stochastic version of the Expectation-Maximization algorithm. It turns out that
even the rate scaling parameter governing the opening and closing of ion channels of the unobserved
coordinate can be reasonably estimated. Performance on simulated data and on intracellular record-
ings of the membrane potential of a spinal motoneuron are very encouraging.
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In this talk we consider a simple regression model with a change point in the regression function.
Let for n € N the observations (X1,Y7),...,(X,,Y,) be i.i.d. R?>-valued random variables with the
same distribution as (X,Y). We assume that the distribution of X is absolutely continuous with a
density function dx, which is uniformly bounded on the unit interval [0, 1]. Further we assume that
the response variables Y; are given by the following regression model with an unknown change point
6o € [0,1) and unknown exponent ¢y € (0, 00)

}/;‘:fﬁo,qo(Xi)+6i’ 1<i<n,néeN.
For (6,q) € [0,1] x [0, 00) the regression function fp , : R — R is given by
foq (@) == (x—0)"1q (2),

where 1, is the indicator function of a set A. Let ¢1,. .., ¢, for n € N be ii.d. real valued integrable
random variables with the same distribution as e. We assume that F (¢|X) = 0 a.s. and that P(X €
(90, 1)) > 0.

We investigate the consistency with increasing sample size n of the least square estimates (6,,, ¢y,)
of the change point 6 and the exponent go. It turns out that v/n(¢, — qo) = Op(1) and that we have
the asymptotic normality property of the estimator for the exponent.
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Further, it turns out that the rates of convergence of the change point estimator 6,, depend on the
exponent go. We show that r, (Hn — 90) = Op (1) as n — oo, where the sequence (1), is defined by

n1/(2a0+1) 0<q<1/2
Tp = (TI, ln(n))1/2 qgo = 1/2
nl/? 1/2 < qp.

For 0 < gy < 5 the change point estimator converges to a maximizer of a Gaussian process. Some
simulations suggest that the limit distribution is not normal. At gy =  itself the rate of convergence
of the change point estimator is \/n - In(n). Interestingly, the limit distribution is also normal. But
for o > § we have a constant rate of \/n and the asymptotic normality property of the change point
estimator.

Further we have that the change point estimator and the estimator for the exponent are asymp-
totically independent for 0 < gy < %

Ergodicity of Observation-Driven Time Series Models and Consistency [FEfa
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This paper deals with a general class of observation-driven time series models with a special focus
on time series of counts. We provide conditions under which there exist strict-sense stationary and
ergodic versions of such processes. The consistency of the maximum likelihood estimators is then
derived for well-specified and misspecified models.

Inequalities for f-Divergence Measure and Applications CS9C
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The concept of f-divergence was introduced in the literature by I. Csiszar in his seminal paper
[Information-type measures of difference of probability distributions and indirect observations. Stu-
dia Sci. Math. Hungar. 2 1967 299-318] as a comprehensive and natural generalization of many diver-
gence measures in Probability Theory & Statistics including the Kullback-Leibler distance, Hellinger
discrimination, Jeffrey’s distance and other divergence measures in Information Theory. The above
paper is highly cited in the literature as one can learn from the Google Scholar database where more
than 1000 citations are listed.

The purpose of our presentation is to survey some recent results obtained by the author in pro-
viding various inequalities for f-divergences by employing techniques and results from Analytic
Inequalities Theory. Amongst these, we mentions reverses of Jensen inequality, Griiss type and Os-
trowski type inequalities, to mention only a few.

Applications for some divergence measures of interest are also provided.
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The interested reader may find details in the "Research Group in Mathematical Inequalities & Appli-
cations" website located at: http://rgmia.org/monographs/csiszar.htm, where preprint version of
numerous related papers are provided and are available freely online.

I1S15 Viral Processes by Random Walks on Random Regular Graphs
LS \OEZ DRAIEF
Graphs
Imperial College London
email: m.draief@imperial.ac.uk 113:Draief.tex,session:IS515

We study the SIR epidemic model with infections carried by £ particles making independent
random walks on a random regular graph. We give a edge-weighted graph reduction of the dy-
namics of the process that allows us to apply standard results of Erdos-Rényi random graphs on the
particle set. In particular, we show how the parameters of the model produce the following phase
transitions: In the subcritical regime, O(In k) particles are infected. In the supercritical regime, for
a constant C' € (0, 1) determined by the parameters of the model, Ck get infected with probability
C, and O(Ink) get infected with probability (1 — C'). Finally, there is a regime in which all k£ par-
ticles are infected. Furthermore, the edge weights give information about when a particle becomes
infected. We demonstrate how this can be exploited to determine the completion time of the process
by applying a results on first-passage percolation.

3D Shape Analysis in Ambient or Quotient Spaces
3D Images IAN L. DRYDEN*#, ALFRED KUME!, HUILING LE*, ANDREW T.A. WOOD*

“University of Nottingham, Nottingham, United Kingdom
fUniversity of Kent, Canterbury, United Kingdom
temail: ian.dryden@nottingham.ac.uk 114:TanlLDryden.tex,session:0C54

One of the most basic summaries of a population or sample of shapes is a mean shape. However,
there are several different notions of mean shape, and it is important to distinguish between them.
Appropriate methodology and properties of the methods can differ substantially depending on the
particular type of mean shape that is of interest.

A key issue in dealing with shapes of objects is whether to choose a model in the ambient space of
the objects, or in the quotient space of objects modulo registration transformations. In the former case
the distributions can become complicated after integrating out the registration information, whereas
in the latter case the geometry of the space can be complicated after optimizing over registrations.
Although in general these approaches are different, in many applications there are often practical
similarities in the resulting inference due to a Laplace approximation.

We will focus on landmark shape analysis, for example points obtained from different 2D images
of a face and then reconstructed as 3D co-ordinates. In this case the ambient space mean could be
the shape of the mean from a multivariate normal model, and the quotient space mean could be a
Fréchet mean, using either intrinsic or extrinsic distances in an embedding space, for example using
multidimensional scaling (MDS) on the landmark co-ordinates.

We explore many of these issues through a set of examples, including some 3D face data and
3D molecule data. We demonstrate that there can be substantial differences in artificial examples
depending on the resistance properties of the estimators. However, in practical real datasets the
means are usually extremely close.
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The purpose of this talk is to present the new methods of detection the significant frequencies cor-
responding to the autocovariance function of PC and APC processes. The presented techniques are
based on Moving Block Bootstrap and Generalized Seasonal Block Bootstrap. The comparison with
existing methods will be provided. The simulation and real data examples will also be presented.

Estimating Biophysical Parameters of Computational Neural Models [F95

from Spike Trains Using a Point Process Particle Filter Algorithm Stat.
Neuronal
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Since the seminal work by Hodgkin and Huxley, conductance based dynamical systems mod-
els have been used to simulate physiological ionic currents and characterize their relation to neural
spiking activity. An important class of neural modeling problems focuses on identifying currents and
estimating conductance levels in dynamical models to achieve experimentally observed patterns of
spiking activity. However, parameter estimation for these models is often performed in an ad-hoc
manner by manually adjusting parameters to achieve spiking patterns that are qualitatively simi-
lar to observed spike trains. Here, we develop a framework to combine conductance based neural
modeling with point process statistical theory to estimate model components directly from a set of
observed spike times. We construct estimation algorithms using sequential Monte Carlo (particle
filter) methods that combine future and past spiking information to update a collection of model
realizations that are consistent with the observed spiking data.

We apply these methods to both simulated data and to in vitro recordings from 4 layer 5 in-
trinsically bursting (IB) cells. For the simulation analyses, the goal is to verify that we are able to
recover the true parameter values generating the observed spiking activity. We examined multiple
classes of models, including Fitzhugh-Nagumo, standard Hodgkin-Huxley, and a Hodgkin-Huxley
type model with an additional slow current, and find that the estimation method returns a collec-
tion of models that are consistent with the spiking data, including the one used to generate the data.
These methods suggest specific experimental interventions that can be used to identify the generat-
ing model.

For the in vitro data analyses, we applied the methods to estimate an unknown current driving
the slow, bursting activity characteristic of layer 5 IB cells. Multiple features of this ionic current,
such as its conductance, reversal potential, and temporal properties, are unspecified and must be
estimated from the spike time data. The procedure converges on a slow, depolarization activated,
hyperpolarizing current for all the cells even though some fire in bursting patterns while others fire
tonically.

These results indicate that spike time data carries information about cellular biophysical pro-
cesses. The estimation methods provide an important new link between dynamical systems model-
ing and statistical neural data analysis.

Acknowledgment. This research was partially supported by the National Science Foundation, grant No.: 1IS-
0643995.
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Fingerprint comparison has a long history; for over 100 years, fingerprints have been used to
uniquely identify individuals, as well as allowing to find the donor of a mark left at a crime scene.
The evolution of the use of this type of impression has heavily relied on the premise of individuality.
The fingerprint has become the ideal of the identifying feature, to a point where when DNA analy-
sis was introduced, it was referred to as "DNA fingerprinting", in order to highlight the interest of
the method. More recently however, the demonstration of fingerprint unicity has been questioned,
and even more so the conclusion of identity of source between a mark and a print. A few models
computing the rarity of a set of fingerprint features have been created (allowing to compute small
probabilities of duplication). The unicity of a complete fingerprint, even if it could be proven, would
not be sufficient to demonstrate that a partial, degraded mark left on a crime scene can be uniquely
attributed to a source. The focus will therefore be on two models allowing the computation of a
likelihood ratio related to the comparison of a mark to a print. Up to now, these models are based
on one-dimensional scores or distance measures that describe the comparison between the mark and
the print, for characteristics that are called minutiae. Two such models will be discussed, and a third
one, built on a different type of characteristics (the pores) shown.

0CS3 Trek Separation and Latent Variable Models for Multivariate Time
Spectral  BY38 (%)

Analysis
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In systems that are affected by latent variables conditional independences are often insufficient for
inference about the structure of the underlying system. One common example is a system in which
four observed variables X, X», X3, and X, are conditionally independent given a fifth unobserved
variable Y. While there are no conditional independences among the observed variables, they must
satisfy the so-called tetrad constraints (e.g. Spirtes et al., 2001)

PX1Xs PX3Xy — PX1X4 PX2 X3 = 0,
PX1 X3 PX2 Xy — PX1X4 PX2 X3 = 0,
PX1Xs PX3Xy — PX1X3 PX2Xy = 0.

Recently, Sullivant et al. (2010) discussed such additional non-Markovian constraints and provided
a characterisation in terms of low-rank conditions on submatrices of the covariance matrix. Graphi-
cally these general constraints can be identified by a new separation concept called trek separation.

In this talk, we discuss the extension of the results to the multivariate time series case. Because
of the commonly present serial correlation, the results are not directly applicable. For instance, the
above tetrad constraints do not hold if the variables X1,..., X4 and Y (as time series) have non-
zero auto-correlation. Graphically, this corresponds to that fact that any instances of the variables
Xi,...,X4 cannot be separated by a single instance of Y. As an alternative, we consider mixed
graphs in which each node corresponds to a complete time series. Such graphical descriptions for
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time series have been considered for instance by Dahlhaus (2000) and Eichler (2007). We show that
trek separation in such graphs corresponds to low-rank conditions on the spectral matrix of the pro-
cess. In particular, we obtain a spectral version of the above tetrad constraints in terms of spec-
tral coherences. We discuss tests for vanishing tetrad constraints in the frequency domain based on
asymptotic results and on bootstrap techniques.
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We are given data 1, . .., , sampled from a multivariate random vector X ~ (u,3) with mean
p, variance matrix ¥ € R4, and density f(-). We are interested in localized PCA in the sense of
locally weighted PCA, where the weighting enters through multivariate kernel functions, w®(xz;) =

Ky(x; —x) = [H|"Y?K (H 12 — :c)) centered at x, with a positive definite bandwidth matrix

H € R¥4, Let v a vector with ||| = 1 and 27 = (I — vy7)m + vyTx; be the projection of x; onto
the line through m with direction ~y. The localized first principal component at x is the minimizer of

Q(m,y) =Y Ku(xi — )|l — f||> = A"y - 1)
=1

with solution X% = —\v, where % = Y7 w®(x;)(z;—p®)(z;—pu®)T /) S1_, w®(x;) is the localized
covariance matrix at «, and p” is the local mean at x. It is easy to see that « needs to be the first
eigenvector of X%, which we denote by +* henceforth. By exploiting asymptotic properties of the
mean shift, u® — x, we show that, asymptotically [i.e., for n~!|H|"%/2 — 0and H — 0asn — ]
this direction is approximated by the density gradient rotated by the bandwidth matrix,

¥ =—-HV [(z)/||[HV f(z)]|.

The nonparametric equivalent to a (globally fitted) principal component line is a principal curve,
which can be descriptively defined as a ‘smooth curve through the middle of the data cloud’. The
“local principal curve” algorithm is explicitly based on iterating local PCA steps. At j-th iteration,
this algorithm can be described by

Z(i+1) = HG) EVG)
where ¢ is a step size, the sign in ‘£’ is given by sign(v ;) ©¥(;j_1)), and the sequence of p(;)’s (that is,
local means at x(;)) constitutes the actual principal curve. We use the previously obtained result to
show that, asymptotically,

p2(K) t

Bii+1) = B(j) f(iB(j)) HHVf(w(j))H i (J))
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with a kernel moment pi2(K). If the curve is moving downhill, then the mean shift step will pull the
curve backwards — towards higher densities —, so this distance will be rather small. The curve will
stop at some point close to the boundary of the support of f if the two contributions are exactly the
same. This theoretical result is confirmed through simulation, and it is used to provide a boundary
extension which allows the principal curve to proceed beyond its natural endpoint. This is of partic-
ular importance for data with time series character, such as, for instance, multivariate consumer price
index data. For data of this type, the current time point, which is likely to be the point of interest,
will in general be a boundary point.

Bleg i Random Matrices and High-Dimensional M-Estimation: Applications
S0P to Robust Regression, Penalized Robust Regression and GLMs
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I will discuss the behavior of widely used statistical methods in the high-dimensional setting
where the number of observations, n, and the number of predictors, p, are both large. I will present
limit theorems about the behavior of the corresponding estimators, their asymptotic risks etc... The
results apply not only to robust regression estimators, but also Lasso-type estimators and many much
more complicated problems.

Many surprising statistical phenomena occur: for instance, maximum likelihood methods are
shown to be inefficient, and loss functions that should be used in regression are shown to depend on
the ratio p/n. This means that dimensionality should be explicitly taken into account when perform-
ing simple tasks such as regression.

It also turns out that inference is possible in the setting I consider. We will also see that the
geometry of the design matrix plays a key role in these problems.

Mathematically, the tools needed mainly come from random matrix theory, measure concentra-
tion and convex analysis.

The talk is based on several papers, including joint works with Derek Bean, Peter Bickel, Ching-
whay Lim and Bin Yu.
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Strategic interaction is a game in which groups of players are looking for a common goal such
as profit, see [1]. The communication between the players is realized through a graph given by its
adjacency matrix G, and their strategies also depend on positive parameters § and «, characterizing
the payoffs with and without bilateral influences, respectively. In the case of strategic complements,
and also of substitutes when ¢ is ‘small’, a unique inner equilibrium exists; it can be found by ma-
trix inversion and related to the Katz—Bonacich centrality of the network. However, in the case of
strategic substitutes, for larger ¢’s (exact limits can be given in terms of the eigenvalues of G and
its complement), corner equilibria appear. To find them, quadratic optimization is used, and in [2]
the authors define an algorithm which examines all subsets of vertices for possible corner solutions.
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This is computationally not tractable if the number of vertices is ‘large’. Instead, we may approxi-
mate corner equilibria by spectral clustering tools. More generally, we consider multiple strategies.
The k-dimensional strategies si,...,s, € RF of the agents are the row vectors of the n x k£ matrix
X = (x1,...,Xg), and they can be thought of as intensities of agents buying k different stocks or
farmers planting k different crops. The simultaneous maximization of the agents’ payoff is equiva-
lent to maximizing the potential function

k
P(X) =) xJ((a - DI-6G)x; = TrX"((a — DI - 6G)X
j=1
subject to X7X = TI.

Its maximum is Z?Zl(a —1—10X;), where \; <--- <\, are the eigenvalues of G, and it is attained
by the corresponding eigenvectors uy, ..., u; as columns of X. Then this spectral relaxation is ap-
proximated by stepwise constant vectors of nonnegative coordinates. The subspace of these so-called
partition-vectors is close to the subspace spanned by uy, ..., u; provided there is a gap between A
and Aiy;. In this case, the clusters of agents pursuing similar strategies are obtained by applying the
k-means algorithm to the optimum strategy vectors, row vectors of the optimum X.

Acknowledgment. This research was supported by the TAMOP-4.2.2.B-10/1-2010-0009 project.
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Lambda-coalescents arise naturally in population models with skewed offspring distributions, in
which individuals can have very many offspring, or up to the order of the population size. Lambda-
coalescents differ from the Kingman coalescent, the usual ‘null’ model in population genetics, by ad-
mitting multiple mergers of ancestral lineages. In multiple mergers, any number of active ancestral
lineages can coalesce, as opposed to only two in the Kingman coalescent. The occurrence of multiple
mergers changes the topology of the genealogy, and hence patterns of neutral genetic diversity, and
therefore the site-frequency spectrum should be different from that predicted by the Kingman coa-
lescent. One also expects different Lambda-coalescents to predict different site-frequencies (counts
of mutations in different copy numbers).

Statistical properties of the site frequency spectrum obtained from Lambda-coalescents are our
objects of study. In particular, we derive recursions for the expected value, variance, and covariance
of the site frequency spectrum (SFS), extending earlier results obtained by Fu (1995) for the Kingman
coalescent. The recursions can be extended in a straight-forward way to Xi-coalescents admitting
simultaneous multiple mergers of ancestral lineages.
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The recursions allow us to apply an approximate likelihood approach to distinguish between
certain parametric subclasses of Lambda-coalescents using the full frequency spectrum, and to dis-
tinguish between the Kingman coalescent (the null) and Lambda coalescents.

Finally, we provide some empirical studies. In particular, we investigate by simulation how large
sample size and mutation rates have to be so that asymptotic formulas derived by Berestycki, Beresty-
cki and Limic (2012) begin to describe the observed spectra sufficiently well. In addition, we infer
the coalescent model for Atlantic cod datasets, e.g. the full mitochondrial cytochrome b dataset of
Arnason (2004).
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Power laws, black swans, dragon kings Power-law statistics became ubiquitous in analyzing
extreme events in nature and society. The concepts of “Black swans” and ”"Dragon Kings” were
suggested to characterize extreme and super-extreme events related to self-organized criticality and
intermittent criticality, respectively ([Sornette D and Ouillon G, 2012]). Neuronal avalanches might
belong to both categories. Here we contribute to the understanding of generating mechanisms of
dragon kings in general and to large activation clusterings in neural systems, specifically, by using
the conceptual and mathematical framework of neuropercolation ([Kozma 2007]).

Neuropercolation is a family of stochastic models based on the mathematical theory of prob-
abilistic cellular automata on lattices and random graphs motivated by structural and dynamical
properties of neural populations. The existence of phase transitions was demonstrated both in contin-
uous and discrete state space models, e.g. in specific probabilistic cellular automata and percolation
models. Neuropercolation extends the concept of phase transitions to large interactive populations
of nerve cells.

Models of the archetypal percolation problem, the vertices (sites) are the points of a lattice with

edges (bonds) joining neighboring sites. In site percolation, sites are open independently with prob-
ability p and one wishes to answer questions about the size of the connected components formed by
these open sites. The evolution rules adopted here are:
At time ¢t — 1, v;’s state s;;—1 = 0 or 1. v; senses a state of its neighbor v;; € I;;—; with chance
0<wjit—1 <landwj; € Q1. s; is the most common s;, ;1 in I; ;1. More precisely, evolution
starts at time ¢ = 0, when s;; = 0. Then, att = 1,2,..,T — 1, v; is influenced by each s;; ;1 when a
random variable R;; < w;; i1, else v; is influenced by 1 — s;, ;1. s is set to majority influences, if
there is such, otherwise s; ; is randomly set to 0 or 1.

Simulation results showed there is transition from self-organized critical regime to intermittent
criticality. Around the critical point reduction in excitation implies super-exponential increase in the
size of the neural activation avalanches, so it leads to the appearance of dragon kings.

References
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methods and empirical evidence, European Physical Journal Special Topics 205, 1-26.
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The flexibility of semiparametric regression method has a great advantage in modeling. Penalized
spline regression with Bayesian perspective for the problem of selecting the model and coefficients
are considered. For the method, the knot sequence of spline functions coincides with the end points
of the interval. A real data example of ratios of export to import in Turkey is modeled and discussed.
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Denoting by f(z;6) the density of a regular continuous distribution Fy, § € ©,0 C R",m > 1,
the score function Sp(z;60) of Fy is a support-dependent function of the ratio f’(z;0)/f(z;0). The
function reflects main features of Fy (namely properties of its tails). In certain cases it equals to the
Fisher score function for the most important component of the vector of parameters, in other cases it
is a new function. In contrast to the vector Fisher score function, Sr is a simple scalar function. In
this talk we define it, discuss its properties for different distributions and show examples of its use:

1. Instead of the mean and variance, a typical value of a continuous distribution can be character-
ized by the solution z* = 2*(#) of equation Sr(x;#) = 0, and variability by the score variance
w? = 1/ES%(0), where ES%(0) is the Fisher information for z*. These new characteristics exist
even in cases of heavy-tailed distributions.

2. Let 6 be an estimate of 6 based on sample [ X1, ..., X,,] from F' € {Fy,f € O}. Sample versions
2*(0) and w?(0) of z* and w? and their standard deviations represent new descriptions of data
samples, making possible to compare results of estimation under assumption of various models
with different parametrization by a simple way.

3. Score function of distribution of a heavy-tailed distribution is bounded, score moments E.S% ()
finite and estimate of ¢ based on empirical moments of S (z;6) robust. A use of transformed

samples [Sp(X1;0), ..., Sp(X1;0)] yields robust estimates of correlation and linear regression
coefficients.

Acknowledgment. This work is done with institutional support RVO:67985807
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The robust multi-array average (RMA), since its introduction by Irizarry et al. (2003, 2006), has
gained popularity among bioinformaticians.The RMA has evolved from the exponential-normal con-
volution to gamma-normal convolution, from single to two channels and from Affymetrix to Illumina
platform.

The Illumina design has provided two probe types: the regular and the control probes. This
design enables one to study the distribution of both and to apply the convolution model to compute
the true intensity estimator. The availability of a benchmarking data set from Illumina platform,
the so called Illumina spike-in, helps researchers to evaluate their proposed method for Illumina
BeadArrays.

In an earlier paper we studied the existing convolution models for background correction of Illu-
mina Bead Array and proposed a new model. By using the benchmarking and public data sets, we did
a comparative study based on the benchmarking criteria adapted from Affycomp (2004), Shamilov
et al. (2006), Xie et al. (2009), Plancade et al. (2011, 2012) and Chen et al. (2011). In both data sets, the
proposed model performed considerably better than the existing models.

In this paper, we discuss the risk of using a particular convolution model for the data at hand,
measured by the ratio of mean absolute deviation of the model against the true model. This is then
applied to the benchmarking and the public data set.
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*National Central University, Jhongli, Taiwan
Temail: thfanncu@gmail.com 127 :TsaiHungFAN.tex,session:CS26B

A series system fails if any of the components fails. These components are all from the same
system, hence they may be correlated. In this paper, we consider the step stress accelerated life test
of a two-component series system with a bivariate Marshall-Olkin Weibull lifetime distribution on
the components. It is often to include masked data in which the component that causes failure of the
system is not observed. We apply the maximum likelihood approach via EM algorithm and derive
the observed Fisher information based on the missing information principle. Statistical inference
on the model parameters and the mean lifetimes and the reliability functions of the system as well
as components under usual operating conditions are derived. The proposed method is illustrated
through a numerical example and a simulation study under various masking levels.
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There are various discrepancies that are measures of uniformity of a set of points on the unit
hypercube. The discrepancies have played an important role in quasi-Monte Carlo Methods. Each
discrepancy has its own characteristic and some weakness. In this talk we point out some unreason-
able phenomena of the commonly used discrepancies in the literature such as the L -star discrepancy,
the center Ly-discrepancy (CD) and the wrap-around Ls-discrepancy (WD). Then, a new discrepancy,
called mixture discrepancy (MD), is proposed. The mixture discrepancy is more reasonable than CD
and WD in a certain sense. Moreover, the relationships between MD and other design criteria such
as balance pattern and generalized word-length pattern are also given.

Covariance Modelling in Longitudinal Data with Informative
Observation
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When using generalized estimating equations to model longitudinal data, both inconsistency
(due to informative observation) and inefficiency (due to misspecified working covariances) are of-
ten of concern. We describe a class of generalized inverses of singular working correlation matrices
that allows flexible modelling of covariance within a subject’s responses while offering robustness
to certain kinds of informative observation. We demonstrate how this class corresponds to dynamic
models on the increments in the longitudinal responses, and illustrate its application to a randomized
trial of quetiapine in the treatment of delirium.

Bayesian Nonparametric Estimation of Discovery Probabilities 1S2

Bayesian
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Species sampling problems have a long history in ecological and biological studies and a number
of statistical issues, including the evaluation of species richness, the design of sampling experiments
and the estimation of rare species variety, are to be addressed. Such inferential problems have re-
cently emerged also in genomic applications, however exhibiting some peculiar features that make
them more challenging: specifically, one has to deal with very large genomic libraries containing a
huge number of distinct genes and only a small portion of the library has been sequenced. These
aspects motivate the Bayesian nonparametric approach we undertake, since it allows to achieve the
degree of flexibility typically needed in this framework. Basing on an initial observed sample of size
n, focus will be on prediction of a key aspect of the outcome from an additional sample of size m,
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namely the so-called discovery probability. In particular, conditionally on the observed initial sam-
ple, we derive a novel estimator of the probability of detecting, at the (n + m + 1)-th observation,
species that have been observed with any given frequency in the enlarged sample of size n + m.
The result we obtain allows us to quantify both the rate at which rare species are detected and the
achieved sample coverage of abundant species, as m increases. Natural applications are represented
by the estimation of the probability of discovering rare genes within genomic libraries and the results
are illustrated by means of two Expressed Sequence Tags datasets.

Acknowledgment. This work was supported by the European Research Council (ERC) through StG NN-BNPO
306406.
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Let &y, &, ..., &N beindependent identically distributed non-negative integer valued non-degene-
rate random variables. In the generalized allocation scheme introduced by [Kolchin (1999)], random
variables 7}, ...,y are considered with joint distribution

P{UiZk‘l,---ﬂﬁvZkN}:P{&:kb---,&v:kN | leﬁizn}-

This scheme contains several interesting particular cases such as the usual allocation scheme and ran-
dom forests. Inequalities and limit theorems are proved for Kolchin’s generalized allocation scheme.

Moreover, random variables 71, ..., 7y with joint distribution

P{771:kl,...,T]N:kN}:P{fl:kl,...,fN:kN } Zilfzgn}

are also studied. It can be considered as a general allocation scheme when we place at most n balls
into N boxes. In this general allocation scheme the random variable i,y = SN | T {ni=r} 18 the num-
ber of boxes containing r balls.

We study laws of large numbers, i.e. the convergence of the average % UnN, as n, N — oco. We
prove local limit theorems, i.e. we study the asymptotic behaviour of P{x,n = k}. We obtain weak
limit theorems for the maximum, i.e. we shall consider the asymptotic behaviour of P{maxj<;<n 1; <
r}.

Acknowledgment. Partially supported by the Hungarian Scientific Research Fund under Grant No. OTKA

T079128/2009. Partially supported by the TAMOP-4.2.2.C-11/1/KONV-2012-0001 project. The project has
been supported by the European Union, co-financed by the European Social Fund.
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Distance correlation is a multivariate dependence coefficient, analogous to the classical Pearson
product-moment correlation. It was defined by Gabor Székely [Székely et al. (2007)]. Distance co-
variance and correlation are applicable to random vectors of arbitrary and not necessarily equal di-
mension, and characterize independence, so they equal zero if and only if the random variables are
independent. Distance correlation can be generalized by using a-th powers of Euclidean distances,
having the same benefits if 0 < o < 2. (Distance correlation with o = 2 leads to the absolute value of
the classical product-moment correlation and thus does not characterize independence.)

Brownian covariance is also a measure of dependence between random vectors. It is a special
case of a covariance with respect to a stochastic process, using the Brownian motion. It is shown
that distance covariance coincides with Brownian covariance, so they can be called Brownian dis-
tance covariance [Székely et al. (2009)]. Brownian covariance is also a natural extension for classical
covariance, as we obtain Pearson’s product-moment covariance by replacing Wiener process in the
definition with identity. Replacing the Wiener process with Lévy fractional Wiener process with
Hurst exponent § leads to a-distance covariance.

Unlike other dependence coefficients that characterize independence, distance covariance and
distance correlation can easily be computed. The empirical computation formula applies to all sam-
ple sizes n > 2, is not constrained by the dimension and does not require parameter estimation
or matrix inversion. The simplicity of the formula allows us to easily define the extension of em-
pirical distance covariance for more than two random vectors. We extend the bivariate formula in
[Székely et al. (2007)] for three random vectors and discuss the meaning of the resulting mutual dis-
tance correlation. A general formula is also claimed for arbitrary many random vectors.
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The problem of estimation of a density in a simulation model is considered, where given a value
of a random R¢%-valued input parameter X the value of a real-valued random variable Y = m(X)
is computed. Here m : R? — R is a (measurable) function which computes the quality m(X) of a
technical system with input X. It is assumed that both X and Y have densities. Given a sample of
(X,Y) the task is to estimate the density of Y. We compute estimates by estimating in a first step m
and the density of X, and by using these estimates in a second step to compute an estimate of the
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density of Y. Results concerning L;-consistency and rate of convergence of the estimates are proven
and the estimates are illustrated by applying them to simulated and real data.

Acknowledgment. The authors would like to thank the German Research Foundation (DFG) for funding this
project within the Collaborative Research Center 805.
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This talk is motivated by a problem frequently considered in medical science. Assume that a pa-
tient is suffering from a certain disease and the physician wants to predict how the disease proceeds.
The aim is in particular to predict the survival time of the patient in dependence on different factors
("predictors”).

Mathematically speaking, the task is to estimate the mean survival time Y given a realization = of
the d-dimensional predictor vector X : E{Y|X = z} =: m(z). The quality of the prediction by
m can be globally defined by the (minimum) mean squared error and locally by the local variance
o?(z) == E{(Y —m(X))?|X = z}. The aim of the talk is to give estimators of the local variance func-
tion and to show some asymptotic properties of them. In particular, we deal with local averaging
(partitioning, nearest neighbor) and least squares estimation methods.

A feature that complicates the analysis is that the follow-up program of the patients may be in-
complete. After a certain censoring time, there is no information any longer about the patient. We
estimate the local variance also under censoring, using in addition the product-limit estimator.
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Consider the situation where (n1,...,ny) is multinomial (N, 7) and we have a model for 7 that
involves p parameters, where p < k. When a substantial number of the elements of 7 are small,
testing lack-of-fit of the model can be prone to problems. Suppose we wish to measure the amount
of lack-of-fit, rather than test for it, and we assume that it can be modelled as overdispersion, i.e.
var(n;) = ¢N;mi(1 —m;) (i = 1,...,k), where ¢ is the overdispersion parameter. An estimate of ¢
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can be used in calculating standard errors, and in performing model selection and model averaging.
We propose a new estimator of ¢ based on a modified version of Pearson’s lack-of-fit statistic and
use simulation to assess its performance in the context of fitting a mark-recapture model. Our results
suggest that the new estimator is preferable to the current alternatives, in terms of both bias and
variance.

Testing Linearity for Nonlinear Count Time Series Models CS4B
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We consider testing linearity against two special classes of nonlinear alternatives for count time series
data. The first class contains of models which do not face the problem of nonidentifiability, that is all
the parameters of the model are identified under the null hypothesis. For this class of models and
under the null hypothesis of linearity, the score test statistic possesses an asymptotic X2 distribution.
The second class of nonlinear models consists of models in which a nonnegative nuisance parameter
exists under the alternative hypothesis but not when linearity holds. In this particular case the testing
problem is nonstandard and the classical asymptotic theory for the score test does not apply.

We focus on count time series autoregressive models based on either the Poisson or the negative bi-
nomial distribution. After parameterizing suitably the negative binomial distribution so that it has
the same mean as the Poisson, we employ quasi likelihood inference to get the consistent estima-
tors. Once the estimators are obtained, we calculate the score test statistic and based on parametric
bootstrap procedure, we investigate the size and the power of the test by a simulation study.

A Bayesian Vector Multidimensional Scaling Procedure Incorporating FEiN
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To analyze data collected from surveys where subjects are asked to rate multiple stimuli, multi-
dimensional scaling (MDS) is commonly used to produce a joint space map of subjects and stimuli
in a reduced dimensionality in order to gain insights into the inter-relationships between these row
and column entities. In this paper, we propose a new Bayesian vector MDS procedure incorporating
dimension reparameterization with variable selection options to determine the dimensionality and
simultaneously identify the significant covariates that help interpret the derived dimensions in the
joint space map. We discuss how we solve identifiability problems that are typically associated with
the vector MDS model, and show that the variable selection results are not affected by the proposed
identification procedure. We demonstrate through simulation as well as a real data example how our
proposed model outperforms a benchmark model.
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Longitudinal count data commonly arise in clinical trials studies where the response variable is
the number of multiple recurrences of the event of interest and observation times are variable among
cases. Two processes therefore exist. The first process is for recurrent event, for example bladder tu-
mour count, and the second process is for duration between recurrences, the duration between two
tumour removals. Many studies have been done to analyze the recurrent event and the duration be-
tween recurrences separately. These studies have assumed that the recurrent event and the duration
between recurrences are independent. A few studies have been referred to the case that these two
processes may be dependent. The same problem arises when longitudinal binary data and the re-
peated durations are observed simultaneously. For example, the status of a resident, mover or stayer,
and the duration that the resident stays in the current status may be correlated. Separate modelling
of longitudinal and event history data may result biased estimations and therefore misleading inter-
pretation. In this research, joint and separate modelling of longitudinal data and event history data
are studied and compared. In joint modelling approach we model the possible correlation between
the longitudinal data and the repeated durations through random effects. The proposed models are
evaluated in a simulation study and are applied to bladder cancer and residential mobility data.
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We analyze the popular push-pull protocol for spreading a rumor in networks. Initially, a single
node knows a rumor. In each succeeding round, every node chooses a random neighbor, and the two
nodes share the rumor if one of them is already aware of it. We present the first theoretical analysis of
this protocol on random graphs that have a power law degree distribution with an arbitrary exponent
8> 2.

Our main findings reveal a striking dichotomy in the performance of the protocol that depends
on the exponent of the power law. More specifically, we show that if 2 < 3 < 3, then the rumor
spreads to almost all nodes in O(log log n) rounds with high probability. On the other hand, if 3 > 3,
then Q(log n) rounds are necessary.

We also investigate the asynchronous version of the push-pull protocol, where the nodes do not
operate in rounds, but exchange information according to a Poisson process with rate 1. Surprisingly,
we are able to show that, if 2 < # < 3, the rumor spreads even in constant time, which is much smaller
than the typical distance of two nodes.
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The correlated-errors-in-variables regressions are widely applied for instance in engineering or
chemometrics. Indeed, the needs of the industries to quickly assess the quality of products leads to
the development and improvement of new measurement methods sometimes faster, easier to handle,
less expensive or more accurate than the reference method. These alternative methods should ideally
lead to results comparable to those obtained by a standard method. Ideally, there is no bias between
these two methods or they should be interchangeable.

An approach based on a regression analysis (a linear functional relationship) is widely applied
to assess the equivalence between measurement methods. On the other hand, the well-known and
widely used Bland and Altman plot focuses directly to the observed differences between two mea-
surement methods and the equivalence is assessed by predictive or agreement intervals. The regres-
sion approach focuses on the parameter estimates and their confidence interval (CI). To test statis-
tically the equivalence between two measurement methods, a given characteristic of a sample (or a
patient) can be measured by the methods in the experimental domain of interest. The pairs of mea-
sures taken by the reference method and the alternative one can be modeled by a linear regression
(a straight line). Then, the parameter estimates are very useful to test the equivalence. Indeed, an
intercept significantly different from zero indicates a systematic analytical bias between the methods
and a slope significantly different from one indicates a proportional bias. To achieve this correctly, it
is essential to take into account the errors in both axes and the heteroscedasticity if necessary. Some
regressions are proposed to tackle the heteroscedasticity and when the error variances are known,
the obtained coverage probabilities are very close to each other. Unfortunately under unknown and
heteroscedastic error variances, the coverage probabilities drop drastically when the variances are
locally estimated. Actually, the uncertainties on the estimated variances are not taken into account.
Then, predicted variances (computed with a regression analysis) can be plugged into the correlated-
errors-in-variables regression instead of locally estimated variances. The obtained coverage proba-
bilities are then close to the nominal level.

Ideally, the statistical hypotheses on the parameters of the regression have to be tested jointly. This
joint-hypothesis can be assessed by an ellipse or equivalently by a confidence band for the regression.
These confidence bands are given from z = —oo to x = oo but ideally, they should be restricted
to a range covered by the measurement method (for instance, from 80 to 220 mmHg with systolic
blood pressure data). These restricted confidence bands can be computed with the OLS and we will
explain how to modify them in the context of correlated-errors-in-variables regressions to assess the
equivalence of two measurement methods in a given range of measurements.

Maxiset Performance of Hyperbolic Wavelet Thresholding Estimators 95}
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In this talk we are interested in nonparametric multivariate function estimation. In [1], we deter-
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mine the maxisets of several estimators based on thresholding of the empirical hyperbolic wavelet
coefficients. That is we determine the largest functional space over which the risk of these estima-
tors converges at a chosen rate. It is known from the univariate setting that pooling information
from geometric structures (horizontal /vertical blocks) in the coefficient domain allows to get large’
maxisets (see e.g [2, 4, 3]). In the multidimensional setting, the situation is less straightforward. In a
sense these estimators are much more exposed to the curse of dimensionality. However we identify
cases where information pooling has a clear benefit. In particular, we identify some general structural
constraints that can be related to compound models and to a ‘minimal’ level of anisotropy.
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Linear molecular motors, such as kinesin and dynein, carry cargo, such as vesicles and organelles,
through a cell along a microtubule network. The heads of these motors step along a microtubule and
are on the order of nanometers, while the cargo size and the distance traveled can be on the order
of hundreds or thousands of nanometers. Stochastic models of motors and motor-cargo complexes
that describe both the mechanics and chemical kinetics will be presented. In addition, applications
of limit theorems will be used to bridge these spatial and temporal scales along with a description
of how data can be incorporated into these models at the various scales. Particular attention will be
given to how data at one scale can inform biological mechanisms at other scales.
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We present a robust test for detection of a shift in a time series which is based on the two-
sample Hodges-Lehmann estimator. New limit theory for a class of statistics based on two sample
U-statistics and two-sample U-quantile processes allows us to derive the asymptotic distribution of
our test statistic under the null hypothesis in case of short range dependent data. We study the finite
sample properties of our test via simulations and compare the test with the classical CUSUM test.
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Interacting particles with different jump rates. The Borodin-Ferrari model [Borodin-Ferrari, 2008]
generalizes the classical TASEP (totally asymmetric simple exclusion process) and describes the time
evolution of $N (N + 1) interacting particles on a two-dimensional lattice, the so called (discrete)
Gelfand-Tsetlin cone

{(@",2?, ..., aN) e Z' xZ* x .- - x ZN 2l <2 < aftl )

We consider a version of this process where the jump rates are level-dependent: Denote by z} € Z
the position of a particle labeled by (k,n), with 1 < k <n < N, and call n the “level” of the particle.
Particle (k, n) performs a continuous time random walk with one-sided jumps (to the right) of rate v,,.
The interaction between levels is the following: (i) if particle (k, n) tries to jump to z and 2]~} = =,
then the jump is suppressed, and (ii) when particle (k,n) jumps from = — 1 to z, then all particles
labeled by (k + ¢,n + ¢) for some ¢ > 1, which were at  — 1, are forced to jump to z too. These two

conditions ensure that the particle system has the discrete Gelfand-Tsetlin pattern as its state space.

Warren's process with drifts. Next, we take a diffusion scaling with appropriately scaled jump rates
in the interacting particle model,

— no__ n . Hn

t=1T, a} =77 —VTW}, wv,=1 N
In the T" — oo limit, the particle process {z}}(t) : 1 < k < n < N,t > 0} will converge to Warren’s
process [Warren, 2007] {W}*(7) : 1 < k < n < N,7 > 0} with drift vector (y1, ..., un). The latter is
constructed as follows: Consider a Brownian motion W} with drift y; starting from the origin and
then take two independent Brownian motions W and W3 having the same drifts s conditioned to
start at the origin and, whenever they touch W/, they are reflected off W} Similarly forn > 2, W} is
a Brownian motion with drift ;1,, conditioned to start at 0 and being reflected off W,?*l (fork <n-—1)
and W,?__ll (for £ > 2). By construction, this process lives in the non-discrete Gelfand-Tsetlin cone, a
subset of R! x .- x RV,

Perturbed GUE minor process. It turns out that Warren’s process also appears in random matrix
theory as a variant of the GUE minor process [Johansson-Nordenstam, 2006]. Consider an N x N
Hermitian matrix H with eigenvalues Al < --. < A\ and denote by A} < --- < A" the ordered
eigenvalues of the submatrix that is obtained by keeping the first n rows and columns of H. In
particular, HY = H and H' = Hj;. The collection of all these eigenvalues (\!,...,\"V) then also
forms a (non-discrete) Gelfand-Tsetlin pattern. Next, we let evolve these matrices in time and perturb
them: We take {H (t) : t > 0} to be a GUE matrix diffusion perturbed by a deterministic drift matrix
M = diag(p1,...,un), i.-e., we consider H(t) + t M with H evolving as the standard GUE Dyson’s
Brownian motion starting from the origin. This resulting eigenvalue process {A}(t) : 1 < k < n <
N,t > 0} is the same as Warren’s process {W/'(t) : 1 < k < n < N,t > 0} described above with
identical drift vector (p1,...,un).

Acknowledgment. This research was supported by the German Research Foundation via the SFB611-A12 project.
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We start with a discussion of optimally controlled rough differential equations. The value func-
tion is seen to satisfy a H]JB type equation with "rough" time depedence. Deterministic problems
of this type arise in the duality theory for controlled diffusion processes and typically involve an-
ticipating stochastic analysis. We propose a formulation based on rough paths and then obtain a
generalization of Roger’s duality formula [Rogers, 2007] from discrete to continuous time. We also
make the link to old work of [Davis—Burstein, 1987].

In the second part of the talk we discuss robust filtering. In the late seventies, Clark [The design of
robust approximations to the stochastic differential equations of nonlinear filtering, Communication
systems and random process theory, 1978] pointed out that it would be natural for 7, the solution
of the stochastic filtering problem, to depend continuously on the observed data Y = {Y;, s € [0, ¢]}.
Indeed, if the signal and the observation noise are independent one can show that, for any suitably
chosen test function f, there exists a continuous map 6!, defined on the space of continuous paths
C([0,],R%) endowed with the uniform convergence topology such that 7;(f) = 0{ (Y), almost surely.
As shown by Davis [Pathwise nonlinear filtering, Stochastic systems: the mathematics of filtering
and identification and applications, 1981] this type of robust representation is also possible when the
signal and the observation noise are correlated, provided the observation process is scalar. For a
general correlated noise and multidimensional observations such a representation does not exist. By
using the theory of rough paths we provide a solution to this deficiency: The observation process Y’
is "lifted" to the process Y that consists of Y and its corresponding Lévy area process and we show
that there exists a continuous map 9{ , defined on a suitably chosen space of Holder continuous paths
such that m,(f) = 6/ (Y), almost surely.
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Let B = (B',...,B% be a d dimensional centered Gaussian process, whose components B’ are

supposed to be i.i.d. One of the main example of this kind of process is provided by fractional
Brownian motion with Hurst parameter H > 1/4. Recall that it means that the components BI
are i.i.d and satisfy the relation E[(B} — B?)?] = (t — s)?#, so that H roughly represents the Holder
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continuity exponent of B. Nevertheless, we aim at covering general cases of Gaussian processes with
some smoothness and nondegeneracy conditions on their covariance function R.

We are concerned here with the following class of equations driven by B:

t d  pt A
XP=a+t / Vo(X2)ds+ 3 / Vi(X?)dB, 1)
0 — Jo

where z is a generic initial condition and {V;; 0 < i < d} is a collection of smooth and bounded vector
fields of R™. The unique solution to equation (1) is understood thanks to the rough paths theory.

Once equations like (1) are solved, it is natural to wonder how the density p; of the random
variable X; behaves for an arbitrary strictly positive ¢. The first aim of this talk will be to present
a smoothness result for p; under very general conditions for the covariance function R of B, and
assuming the classical Hormander conditions on the vector fields Vy, . .., V. This result is contained
in a joint work with T. Cass, M. Hairer and C. Litterer, and covers the fBm case for 1/4 < H < 1/2.

We will then move to upper and lower Gaussian bounds for our density p;, for which we work
under standard elliptic assumptions:

V(z)V*(z) > €id,, forall zeR", (2)

where V stands for the matrix (V1,...,V%). Under this kind of assumptions, we are able to prove
the following kind of theorem (taken from from joint works with M. Besalt, A. Kohatsu-Higa, F.
Baudoin, E. Nualart and C. Ouyang):

Theorem 3. Let B be a d-dimensional fBm, X the solution to (1) and V' a smooth and bounded coefficient
satisfying relation (2). Then if H > 1/2 and t € (0, 1] the density p.(z) of y; satisfies

c1 c2 |z — al? 3 calz —al?
it &P (_t21{> <pi(z) < i XP <_152H .

for strictly positive constants cy, . .., cq depending on n,d,V, H.

Notice that up to constants, our bounds seem to be optimal in the sense that they mimic the
Gaussian behavior of the underlying fBm itself. We shall also discuss generalizations to the case
H < 1/2, for which methods of proof all rely on Gaussian analysis combined with rough paths
techniques.
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Multiscale Bases Financial

Time Ser.

PIOTR FRYZLEWICZ*!, ANNA LOUISE SCHRODER*

*London School of Economics, UK
femail: p.fryzlewicz@lse.ac.uk 147 :PIOTR_FRYZLEWICZ.tex,session:136

We motivate and describe a new model for multivariate financial returns, based on the the (adap-
tive) Unbalanced Haar basis. The use of this basis leads to a sparsely parameterised, interpretable
and flexible model with naturally induced nonstationarity in the mean. The model provides a hierar-
chical description of the main features of the data, and offers the concept of a recoverable Unbalanced
Haar ‘spectrum’. A defining feature of this framework may be the use of an adaptive basis in its con-
struction, which differs from the usual Fourier or fixed wavelet bases.

We discuss model-based forecasting of returns, as well as volatility matrix estimation, also in high
dimensions.
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We consider a discrete time Heath-Jarrow-Morton (HJM) type forward interest rate model, where
the interest rate curves are driven by a geometric spatial autoregression field. Such models were
proposed by Géll, Pap and Zuijlen [1]. Let {n;; : i,j € Z,} be ii.d. standard normal random
variables on a probability space (€2, F, P), where Z, denotes the set of nonnegative integers. Let
o € R be the autoregression coefficient. Let f;, denote the forward interest rate at time & with
time to maturity date ¢ (k,¢ € Z). We assume that the initial values f,, are known at time 0. If
this market is arbitrage free then the forward rates are given by the following equations (see [1]):

20

1 .
Foe = v eer + 0 feemr = frm1,0) + e + 5 Yoo, (kteN)
i=0

The process { f,ggg) : k,£ > 0} is a spatial autoregressive process. It is called stable, unstable, or
explosive, if |o| <1, |o| =1, or |g| > 1, respectively.

Our aim is to test the autoregression parameter 9. When the sample is ( f,gge))lgkg K, 0<0< Ly
where K, =nK +o(n) and L, =nL + o(n) with some K, L > 0, we proved strdng consistency of
maximum likelihood estimators in the stable and unstable cases [4] by the help of checking general
conditions given in [3]. We also consider the sequence of statistical experiments in the paper [2].
Now we look another realistic model when the time to maturity date L, := L (n € N) is constant
i.e. our sample proportional to n instead of n2. The difficulty is that the underlying sample consists
of nonindependent random variables. Moreover, no explicit formula is available for the maximum
likelihood estimators of o.
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In applications involving large numbers of hypotheses, it is well known that subset selection rules
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can be quite conservative in the sense that the actual probability of correct selection is considerably
above the target value, if the parameter configuration is not least favorable. We therefore propose an
approach to better adapt to the actual parameter configuration. In order to ensure a wide applicabil-
ity, we phrase our approach in terms of R-values. These quantities are related to p-values and have
been introduced by Hsu (1984). Related approaches have been recently considered in multiple hy-
pothesis testing where approximate procedures have been proposed that adapt to the actual number
of true null hypotheses in situations where the number of parameters is large.

Both theoretical and simulation results indicate a desirable performance.
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Many authors have used the mixing properties as a type of dependence in time series. Unfor-
tunately some time series do not satisfy any mixing condition. In 1999 P. Doukhan introduced a
new type of dependence in time series - weak dependence, which is weaker than the strong mixing
property. This gives tools for the analysis of statistical procedures with very general data generating
processes. One of such statistical procedures is resampling.

Resampling can be used if statistical inference for dependent data based on asymptotic distribu-
tions fails or there are problems with sample size. To apply subsampling it is sufficient to know if
there exists a non-degenerated asymptotic distribution of the statistic.

For independent data and stationary time series resampling procedures are well investigated.
Our research is focused on non-stationary periodically correlated time series.

In the poster the generalization of the model introduced by Politis and McElroy in 2007 is consid-
ered for periodically correlated processes with a known period.

The model investigated in the poster is: X; = 0:G¢ + 1, where o; and G; are independent, o, is
iid. mean p different from zero and has the marginal distribution of an a—stable random variable.
Moreover G is periodically correlated time series with known period 7" and can be written as G =
ftIN; for a long memory, stationary mean zero Gaussian process IV;, and f;— bounded and scalar
periodic sequence f; = fii7, (= n(t)) is periodic with the same, known period T as f;.

In such model, the joint asymptotic behavior of the sample mean and the sample variance is
investigated. The weak dependence property gives the tools to improve the subsampling consistency
of self-normalized statistics.

Additionally the simulations and real data example will be given.

Multiple Break Detection in the Correlation Structure of Random 0CS8
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Correlations between random variables play an important role in applications, e.g., in financial
analysis. More precisely, accurate estimates of the correlation between financial returns are crucial in
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portfolio management. In particular, in periods of financial crisis, extreme movements in asset prices
are found to be more highly correlated than small movements. It is precisely under these conditions
that investors are extremely concerned about changes on correlations. Wied, Kramer and Dehling
(2012) propose a CUSUM type procedure along the lines of Ploberger, Kramer and Kontrus (1989)
to formally test if correlations between random variables remain constant over time. However, with
this approach the practitioner is only able to see if there is a change or not; he cannot determine
where a possible change occurs or how many changes there are. The present paper fills this gap by
proposing an algorithm based on the correlation constancy test to estimate both the number and the
timing of possible change points. For this purpose, we propose a binary segmentation procedure
to detect the number and position of multiple change points in the correlation structure of random
variables. The segmentation algorithm proceeds as follows: First, we determine the “dominating”
change point and decide if this point is statistically significant. Then, we split the series in two parts
and again test for possible change points in each part of the series. The procedure stops if we do
not find any new change point any more. In this paper, we will analytically show that the algorithm
asymptotically gives the correct number of change points and that - finitely many - change points are
consistently estimated. Furthermore, we show that the algorithm gives reasonable results in finite
samples through a large simulation study. Also, we apply the procedure to look for changes in the
correlation structure of the log-return series of the Standard & Poors 500 Index and the IBM stock.

Acknowledgment. Financial support by MCI grants MTM2008-03010 and EC0O2012-38442 and Deutsche For-
schungsgemeinschaft (SFB 823, project A1) is gratefully acknowledged.
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Following the context of cycle-circuit representation theory of Markov processes, regarding the
representations of the finite-dimensional distributions of stochastic processes of Markovian type with
discrete or continuous parameter having an invariant measure as linear or convex decompositons in
terms of the cycle-circuit passage functions, the present research arises as an attempt to investigate
the type problem (transience/recurrence) for the discrete time birth and death processes. In partic-
ular, the paper provides suitable criterions for positive/null recurrence and transience for the corre-
sponding ad joint Markov chains describing uniquely the discrete time birth and death process by
directed circuits and weights.
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This talk discusses testing multiple hypotheses using tests that can only be evaluated by simu-
lation such as permutation tests or bootstrap tests. In particular, it presents MMCTest, a sequential
algorithm which modifies standard procedures which work with exact p-values, such as the Ben-
jamini & Hochberg False Discover Rate (FDR) procedure. The algorithm gives the same classification
as the original procedure with the exact p-values, up to an error probability that can be chosen by the
user. The method also extends to controlling the Familywise Error Rate using the Bonferroni correc-
tion. At any stage, MMCTest can be interrupted and returns sets of hypotheses which can already be
classiffied with satisfactory precision as being rejected or non-rejected and a set of hypotheses whose
decision is still pending. A simulation study on actual biological data, given by a microarray dataset
of gene expressions, shows that for a realistic precision, MMCTest draws level with the performance
of current methods which unlike MMCTest do not give a guarantee on its classification being cor-
rect. An ad-hoc variant of MMCTest which forces a complete classification outperforms established
methods.

Resampling Methods for Spatial Data with Applications
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Inference in the spatial setting entails dealing with dependent data, which demands requiring
hypotheses from the random process and making use of specific strategies to achieve reliable results.
In this respect, different techniques have been designed for spatial data to address the characteriza-
tion of the dependence structure or prediction at unsampled locations. The use of these approaches
can require extra work to check the accuracy of the estimators employed or to derive their sampling
distribution. Some of the aforementioned problems have been solved through a resampling method
referred to as Bootstrap. The original Bootstrap procedures were designed for independent data by
assuming knowledge of the distribution model or without the latter constraint, which are respec-
tively called parametric or nonparametric Bootstrap methods. The former ones can be more easily
adapted to the spatial setting, whereas the latter methods must be specifically redesigned for spatial
data so as to guarantee consistency of the results. In this work, we describe nonparametric Bootstrap
approaches to generate replicates from the available spatial data, observed at a set of locations, by
first constructing an estimator of the joint distribution in a nonparametric way and then randomly
drawing samples from it. Consistency follows for the suggested procedures, provided that the ran-
dom process is strictly stationary or when this condition is relaxed by admitting a deterministic trend.

Applications of the resampling approaches can be found, for instance, to characterize the depen-
dence structure of the random process. For the latter aim, the variogram or the covariance functions
are typically approximated, depending on whether the spatial process is assumed to be intrinsic or
second-order stationary, respectively. In a first step, the nonparametric methods may be applied for
approximation of the latter functions, although they cannot be used directly for prediction by using
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the kriging equations. We can cope with this problem by selecting an appropriate parametric model
and then deriving optimal estimates of the parameters. However, the model misspecification is one
of its main drawbacks. To overcome this issue, we will derive nonparametric tests for modelling
spatial dependence of an intrinsic random process, which will be used to check the hypothesis of
isotropy and to test the goodness of fit of a parametric model selected. The critical points of the re-
ferred tests need to be estimated, as they depend on unknown terms, and the normal approximation
is not recommended for the latter aim, because of its slow rate of convergence. Thus, an alternative
strategy for approximation of the critical points will be proposed in this work, based on the Bootstrap
techniques.

Acknowledgment. The first and third authors acknowledge financial support from the projects TEC2011-28683-
C02-02 and CONSOLIDER-INGENIO CSD2008-00068 of the Spanish Ministry of Science and Innovation. The
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The concept of independence is central in statistics, and being able to test the assumption of
independence between two random variables X and Y is evidently very important. In this work,
such an independence test is proposed. It is able to detect any departure from the null hypothesis of
independence (omnibus test) between two continuous random variables X and Y, without relying
on any particular parametric assumptions on the underlying distributions (nonparametric test). The
test is based on copula modelling, which has lately become a very popular tool for analysing the
dependence structure of a random vector. Specifically, the test statistic is a Cramér-von Mises-type
discrepancy measure between a (boundary-bias-corrected) kernel estimate of the copula density of
(X,Y) and the independence copula density. Basing an independence test on the copula density
has numerous advantages that will be discussed. In particular, this makes the test very powerful
at detecting subtle departures from the null hypothesis of independence in any direction. This is
explained through theoretical considerations and illustrated by substantial simulation studies.
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In this work we propose methods for horizon line detection in marine images captured by either
infrared or visible light cameras. A common method for horizon line detection is based on edge
detection [Canny (1986)] followed by the Hough transform [Duda and Hart (1972)]. This method
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suffers from serious drawbacks when the horizon is not a clear enough straight line or there are
other straight lines present in the image. We improve the algorithm performance by proposing a
pre-processing stage eliminating some of the false detections.

We also propose a new method for horizon line detection. The new algorithm is based on the
idea of segmenting the image into two regions (sky and sea) by comparing their regional probability
distribution functions (PDFs). These PDFs can be approximated by the region histograms, calculated
using the available image gray level statistics. The line maximizing a statistical distance between
these PDFs among a set of candidate lines is chosen. The candidate lines examined can be lines at
all possible positions and orientations or just a subset of this, e.g., in a given region of interest in
the image. For marine images the horizon orientation is usually close to horizontal, thus only small
line angles (measured relative to the horizontal axis) can be checked. Still this method has high
computational complexity that can be reduced without loss of performance quality by reducing the
size of the examined candidate line set while keeping the important candidates.

Thus, we proceed to introduce two new methods combining the basic edge detection and Hough
transform method to detect several candidate lines in the image and a statistical criterion to find
the optimal line among the candidates. The chosen criterion can be based on regional covariances
[Ettinger et al. (2002)] or the distance between PDFs as described above. We show that choosing the
second option provides the best performance among the methods tested and yields a low complexity
fast algorithm.

We compare all methods quantitatively by their accuracy and relative speed as well as visually
for several example images. Our conclusion is that the algorithms introduced in this work, based on
statistical methods, can be beneficial for automatic processing of marine images for the purposes of
tracking, navigation, target recognition or other applications.

Acknowledgment. We would like to thank the administration of Ort Braude Academic College and the Depart-
ment of Electrical Engineering for providing the opportunity and financial means to conduct this research.
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We propose a new approach to quantile regression modeling based on the copula function that
defines the dependence structure between the variables of interest. The key idea for this approach
is to rewrite the characterization of a regression quantile in terms of a copula and marginal distribu-
tions. After the copula and the marginal distributions are estimated, the new estimator is obtained
as the weighted quantile of the response variable in the model. Along with the large and growing
literature of copula, this approach provides a rich and flexible class of quantile regression estimators.
We establish the asymptotic theory of our estimator when the copula is estimated by maximizing the
pseudo log-likelihood and the margins are estimated nonparametrically including the case where
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the copula family is misspecified. We also present finite sample performance of the estimator and
illustrate its usefulness with real data.

The method is shown to be flexible, easy to implement and less influenced by the curse of di-
mensionality than competitors. This advantage, however, is attained at the price of a model risk in
the copula modeling. In this work, we empirically checked that such a model risk is small when the
copula family and the copula parameters are selected by the data but some theoretical analysis about
the additional risk stemming from the model selection step is needed.

Acknowledgment. The authors acknowledge financial support from IAP research network P6/03 of the Belgian
Government (Belgian Science Policy), and from the contract ‘Projet d’Actions de Recherche Concertées’ (ARC)
11/16-039 of the ‘Communauté frangaise de Belgique’, granted by the ‘Académie universitaire Louvain’.
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This paper presents a general method for studentizing weighted sums of a linear process where
weights are arrays of known real numbers and innovations form a martingale difference sequence.
This paper centers on estimation of the standard error, to make the normal approximation opera-
tional. Suggested studentization is easy to apply and robust against unknown type of dependence
(short range and long range) in the observations. It does not require the estimation of the parameters
controlling the dependence structure. A finite sample Monte-Carlo simulation study shows the ap-
plicability of the proposed methodology for moderate samples. Assumptions for studentization are
satisfied by kernel Nadaraya-Watson type weights used for inference in non-parametric regression
settings.
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Positive definite functions on spheres play important roles in spatial statistics, where they occur
as the correlation functions of random fields and star-shaped random particles. We review Schoen-
berg’s classical characterization of the isotropic positive definite functions on spheres in terms of
Gegenbauer expansions, and apply them to dimension walks, where monotonicity properties of the
Gegenbauer coefficients guarantee positive definiteness in higher dimensions. Subject to a natural
support condition, isotropic positive definite functions on the Euclidean space R3, such as Askey’s
and Wendland’s functions, allow for the direct substitution of the Euclidean distance by the great
circle distance on a one-, two- or three-dimensional sphere, as opposed to the traditional approach,
where the distances are transformed into each other. Completely monotone functions are positive
definite on spheres of any dimension and provide rich parametric classes of such functions, includ-
ing members of the powered exponential, Matérn and generalized Cauchy families. The sine power
family permits a continuous parameterization of the roughness of the sample paths of Gaussian
processes on spheres. A set of sixteen research problems provides challenges for future work in
mathematical analysis, probability theory, and spatial statistics.
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Ordinal measures of association have been widely used in social sciences and some specific area
of applied sciences for decades. Morover in most of the popular statistical packages do calculate
those measures and present the statistical tests as well. Those measures have never been compared
either analytically or emprically, until the recent studies performed by Goktas and .Isci in 2011. In
their studies they compared the most commonly used measures of association for square tables and
extend their studies in the next paper for rectangular doubly ordered cross tables checking both nor-
mality and the nominal level with emprical results. Both of their works have proven that especially
for small sample sizes the Kurskall Gamma coefficient performed better than the other well-known
ordinal measures of association. However the Kruskall Gamma is underestimating the actual degree
of association for large tables whereas it is overestimating the true degree of association for small
sample sizes.

The aim of this study is to present a new measure of association that is free of table dimension
and sample size which is in fact robust. The new measure of association has also proven that both
the underestimation and overestimation has been considerably adjusted.

Modeling Inflation Uncertainty: Case Of Turkey CS25C

Stoch.
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*Mugla Sitk1 Kogman University, Faculty of Economic and Administrative Sciences, Department
of Economy , Mugla/TURKEY
femail: pinargoktas@mu.edu.tr 161:Pinar_GOKTAS.tex,session:CS25C

The aim of this study is to build a generalized autoregressive conditional heteroskedasticity
(GARCH) model for determining inflation variability and test the association between inflation vari-
ability and level of inflation rate. To realize this we first use the original monthly consumer price
index series between 1994:01 and 2012:12 and convert it using the year over year transformation to
generate the raw monthly inflation series between 1995:01 and 2012:12. In most studies there is al-
ways a positive correlation between level of inflation and inflation volatility no matter how devloped
the country is. The test results of the model we obtained for case of Turkey indicate that there is a
relationship between inflation and inflation variability and it is expressed in Granger Causality in
both ways. In conlusion high inflation in Turkey leading to high volatility in inflation or vice versa
does not contradict any study accross either developed or developing countries.
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Gradient Descent Algorithm (GDA) plays a key role in some of the statistical problems. Par-
ticularly, among many algorithmes, it is a simple tool to derive an optimal quantity in dealing with
an optimization problem in the linear space. However, most of the optimization procedures in the
statistical shape analysis, which deals with the geometrical aspects of the objects invariant to the lo-
cation, scale and rotation effects, are problems lending themselves to the non-linear space. Hence,
one should pay a great attention to implement such optimization algorithms in this new fields of
statistics. Particularly, while deriving the intrinsic mean shape, the geometry might be lost if the step
size, threshold value and other elements of the GDA are not properly tuned. To both preserve the
geometry and accelerate the convergence rate, we propose a dynamic step size and a new criterion to
obtain the intrinsic mean on similarity shape space. We call it a Robust Gradient Descent Algorithm
(RGDA).

A common Riemannian metric in the statistical shape analysis is the Procrustes distances and the
mean shape is defined as the minimizer of the squared Procrustes distances. However, to derive
a measure of variability among shapes and particularly to perform multivariate statistical analysis,
the usual standard statistical tools, available on Euclidean space, cannot be directly utilized. So,
among many methods to obtain the shape variance, the non-Euclidean shape space is approximated
by a linearized space at the vicinity of the mean shape and then the Principal Component Analysis
(PCA) is invoked there. Recently, a new tool which is called Principal Geodesic Analysis (PGA) was
proposed to, directly, evaluate the variability on the curved manifolds including the shape space. The
core basis of this method, which works well in some particular spaces, is mainly based upon GDA.
Among many performance parameters of the PGA, the step size and the threshold value are key
components on both accelerating the algorithm and guaranteeing the convergence to the optimum
object.

In our talk, we will demonstrate how, at each stage of the GDA, an non-tuned step size both
increases the time of convergence and fails to preserve geometrical structures of the objects before
reaching the intrinsic mean shape. This is due to the fact that the optimum choice of step size param-
eter not only accelerate the convergence rate but also maintain the geometrical structure of the shape
under study. It further helps the user to control the results in each step of the algorithm before reach-
ing the optimum object which is the intrinsic mean shape in our case. Later, by introducing a new
criterion for checking geometrical structure of objects, we propose a more sensible algorithm which
works well in the shape analysis context. The performance of our proposed method is compared to
the usual GDA in estimating the intrinsic mean shape of a real data set and also a simulation study.

Prior Specification for Spatial Ecological Regression Models
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We consider the problem of specifying priors for the variance components in the Bayesian analy-
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sis of the Besag-York-Mollié (BYM) model, a model that is popular among epidemiologists for disease
mapping. The model encompasses two sets of random effects: one spatially structured to model spa-
tial autocorrelation and the other spatially unstructured to describe residual heterogeneity. In this
model, prior specification for variance components is an important problem because these priors
maintain their influence on the posterior distributions of relative risks when mapping rare diseases.
This problem has only been partially addressed in a variety of papers on this topic, sometimes with
controversial results. The choice of priors has a non-negligible influence on the posterior distribution
of relevant parameters given the structure of the BYM model. Moreover, non-informative reference
choices may lead to serious computational problems. In this talk we critically review some contri-
butions on this topic widely used by practitioners. Moreover, we propose using Generalised Inverse
Gaussian priors, a broad class of distributions that includes many distributions commonly used as
priors in this context, such as inverse gammas. We discuss the prior parameter choice with the aim
of balancing the prior weight of the two sets of random effects on total variation and controlling the
amount of shrinkage. Even if the theoretical development of this strategy may appear quite compli-
cated to practitioners, the final output turns out to be very intuitive. In fact, prior elicitation can be
based on the specification of prior balance between structured and unstructured heterogeneity and
on a prior guess on the variability of the relative risks or on the percentiles of their distribution in
the study area. The suggested prior specification strategy is compared to popular alternatives using
a simulation exercise and applications to real data sets in the case of a pure random effect model.
Both the simulation study and the analysis of real case studies highlight that our prior specification
strategy seems to produce better results in terms of fit and similar (or lower) amount of shrinkage
when compared with results obtained under more popular priors. Some preliminary results in the
context of spatial ecological regression are discussed.

Nonparametric Copula Estimation for Censored Data
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A copula is a cumulative distribution function (cdf) C(z1, ..., z4) on [0, 1]¢ with uniform margi-
nals, which joins the distribution function F' of a random vector (17, ... ,Ty) to its marginal distribu-
tions Fy(z1),. .., Fy(zq) by the relation F(xy,...,zq) = C(Fi(z1),..., Fa(xq)). By Sklar’s theorem, if
the marginal df’s are continuous, then the copula is unique. Copulas permit a separate modeling of
the marginal distributions and the dependence structure.

The classical nonparametric copula estimator, based on fully observed data set is the empirical
copula, proposed by Deheuvels. It is obtained by replacing the unknown distributions in the defini-
tion of copula by their empirical counterparts (empirical distribution functions). In the present work
we are presenting an extension of this estimator to the framework of bivariate right censored data for
some class of statistical models.

We are concerned with the estimation of the copula, linking two random variables T} et 75, which
are not fully observed. Under right random censoring instead of observing the variable 7} (resp. %)
one observes the variable Y1 = min(73,C4) (resp. Y2) and 61 = Ir,<¢, (resp. 62), where (C1, C2)
is a couple of random variables supposed to be independent of the vector (77,7%). Thus, the ob-
served sample is of the form (Y7;, Ya;, 014, 02i)1<i<n- As one does not observe the i.i.d. realizations of
the vector (77, T5), the empirical df and the empirical copula function are not available. Moreover,
in general case of multivariate censored observations, one fails to construct an estimator of the df,
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being consistent for all censoring schemes and defining at the same time a proper distribution func-
tion. However, for a large class of particular bivariate models that is possible and such estimator
takes a general form Fn(x, y) = % Yo Win Iy,;<z,vs;<y, Where the random weights Win depend on
particular model assumptions. In that case, let us define our copula estimator by

(Cn(u,v) = Fn(pﬂzl(u%ﬁ;nl(v))a

and the corresponding empirical process by «,(u,v) = V(Cp(u,v) — C(u,v)). In the uncensored
case, o (u, v) was studied by [1]. We show that, under some assumptions, o, (u, v) converges weakly

to some tight gaussian process in the space [*°([0, 1]?) of uniformly bounded functions on [0, 1]2.

The defined copula estimator is a discrete function and can not be used directly for copula density
estimation. Thus we construct its smoothed version, generalizing the approach of [2] to the case
of censored data. Copula density estimator is then obtained from the smooth kernel estimator by
derivation.

Asymptotic properties of the proposed estimators are investigated. Our results are illustrated by
a simulation study and real data examples.
References
[1] Fermanian, J-D., Radulovi¢, D. and Wegkamp, M., 2004: Weak convergence of empirical copula processes,
Bernoulli, 10, 847-860.

[2] Omelka, M., Gijbels, L., and Veraverbeke, N., 2009: Improved kernel estimation of copulas: weak conver-
gence and goodness-of-fit testing, The Annals of Statistics, 37, 3023 — 3058.
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Molecular

It is well known that the kinetics of biochemical pathways is stochastic, a property stemming
from the low molecule numbers of many chemical species. The traditional rate equations of physical
chemistry cannot account for stochasticity and hence in recent years the stochastic simulation algo-
rithm has increased in popularity and use. A major disadvantage of the latter is its computational
inefficiency for moderately large sized pathways. In this talk I will present the Effective Mesoscopic
Rate Equation (EMRE) and Inverse Omega Square (IOS) formalisms which provide accurate approx-
imations to the mean concentrations and to the size of the fluctuations for a wide range of molecule
numbers and which can be computed in a fraction of the time taken by the stochastic simulation
algorithm. These linear equations provide a more accurate approximation than possible with the
conventional linear-noise approximation and their application to various catalytic and gene regula-
tory systems has elucidated new kinetic laws and novel phenomena such as concentration inversions
as well as explaining various features of experimental single cell oscillatory data. Finally I'll show
case iNA (intrinsic noise analyzer), our new open-source software with a user-friendly graphical
interface, which utilizes the aforementioned approximation methods to calculate the intrinsic noise
statistics of a user-specified biochemical network.
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Conformality, Criticality, and Universality in Two-Dimensional
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Two-dimensional physical systems have been studied intensively by physicists over the last fifty
years. Despite many stimulating ‘exact calculations” and the development of conformal field theory,
rigorous mathematical progress has been slow. This serious lacuna was partly rectified around the
year 2000 through the discovery by Oded Schramm of the Schramm—Loewner evolution (SLE), and the
proof of conformality for percolation by Stanislav Smirnov (and others). These (and later) results by
mathematicians have introduced novel methods and insights into this important field of science.

The target of these two Forum Lectures is to introduce (to a general statistical audience) the the-
ory of critical stochastic processes in two dimensions. The three principal objects of study are the
percolation model, the Ising/Potts models for the ferromagnet, and self-avoiding walks. The three prop-
erties under study are conformality, criticality, and universality. Emphasis will be placed on the many
unsolved problems.

Percolation is a fundamental model for a disordered d-dimensional medium. The case d = 2 is
special in that open clusters are blocked by one-dimensional barriers, and this permits certain exact
calculations (the case d = 3 is, in a serious sense, still ‘wide open’). We shall discuss the connection
between critical percolation and conformal functions on the complex plane. Whereas a near-complete
solution is now known for one very special percolation model, the corresponding picture for general
models remains only a conjecture.

In contrast, it has been proved (with Ioan Manolescu) that a large and natural collection of bond
percolation models on so-called isoradial graphs are critical, and form a single universality class. This
analysis extends the Harris—Kesten theorem for the square lattice to a large family of (a)periodic
graphs including Penrose tilings.

The Ising model is the ‘standard” model for the ferromagnet. It is especially harmonious when the
underlying graph is isoradial, for which case Dmitry Chelkak and Stanislav Smirnov have proved
criticality and universality.

The third object of study in these two lectures is the self-avoiding walk. This was introduced before
1953 by Paul Flory as a model for polymerization in physical chemistry. There are a number of fas-
cinating combinatorial and probabilistic questions concerning their number and their typical shape.
We shall discuss recent combinatorial results and conjectures (with Zhongyang Li), and also the no-
torious conjecture that the asymptotic shape of a random n-step self-avoiding walk on the square
lattice converges, when rescaled, to the random curve SLEg /3

Paradifferential Calculus and Controlled Distributions
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We combine notions from paradifferential calculus and rough path theory to provide a framework
to study non-linear operations on multi-dimensional distributions arising from stochastic PDEs or
generally from singular PDEs.
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Paradifferential calculus has been introduced in the “80 by Bony and others to study singularities
of non-linear PDEs. Rough path analysis has been introduced by Lyons’ in the late "90 to provide a
robust analytical framework to study of differential equations driven by singular signals. Controlled
distributions seems to be a natural language in which to reunite these two different area of analysis
to tackle problems in which both the analytical and the stochastic aspects play important roles.

The resulting theory is a natural multidimensional generalisation of the controlled approach to
the solutions of rough differential equations which abstracts on the particular structure of the differ-
ential operators and on the space dimensionality. Paraproducts and in general paradifferential op-
erators provide a natural language in which to describe controlled distributions, that is distributions
which locally “looks like" given reference distributions, usually quite singular. Non-linear operations
on controlled distributions are synthetized using informations on the non-linear structure of the un-
derlying reference distributions. These informations are usually the results of statistical properties of
these objects like independence and scaling. We present several examples of applications of this ap-
proach: a multi-dimensional stochastic Burger-like equation, a two-dimensional parabolic Anderson
model and a reformulation of Hairer’s analysis of the Kardar-Parisi-Zhang equation.

1S9 Trends in Stratospheric Ozone Profiles Using Functional Mixed Models
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This paper is devoted to the modeling of altitude-dependent patterns of ozone variations over
time. Umkher ozone profiles (quarter of Umkehr layer) from 1978 to 2011 are investigated at two
locations: Boulder (USA) and Arosa (Switzerland). The study consists of two statistical stages. First
we approximate ozone profiles employing an appropriate basis. To capture primary modes of ozone
variations without losing essential information, a functional principal component analysis is per-
formed as it penalizes roughness of the function and smooths excessive variations in the shape of
the ozone profiles. As a result, data driven basis functions are obtained. Secondly we estimate the
effects of covariates - month, year (trend), quasi biennial oscillation (QBO), solar cycle, arctic oscil-
lation (AO) and the El Nifio/Southern Oscillation (ENSO) cycle - on the principal component scores
of ozone profiles over time using Generalized Additive Models (GAMs). The effects are smooth
functions of the covariates, and are represented by knot-based regression cubic splines. Finally we
employ Generalized Additive Mixed Effects Models (GAMMs) incorporating a more complex error
structure that reflects the observed seasonality in the data. The analysis provides more accurate es-
timates of influences and trends, together with enhanced uncertainty quantification. We are able
to capture fine variations in the time evolution of the profiles such as the semi-annual oscillation.
We conclude by showing the trends by altitude over Boulder. The strongly declining trends over
2003-2011 for altitudes of 32-64 hPa show that stratospheric ozone is not yet fully recovering.
Acknowledgment. Ah Yeon Park was supported by a doctoral fellowship from the Kwanjeong Educational Foun-
dation. S. Guillas was partially supported by a Leverhulme Trust research fellowship on “stratospheric ozone

and climate change” (RF/9/RFG/2010/0427). We also thank the “NOAA Atmospheric Composition and Cli-
mate program” as the source of funding for this paper.
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The calibration of a model on a given market situation is a critical and important part of any
derivative pricing and risk management exercise. Traditionally, one solves the so-called inverse prob-
lem, which consists of finding the parameter set that is compatible with the observed market price
of a set of liquidly traded derivatives. Typically, a perfect match is not plausible and one looks for
an “optimal match”. More precisely, one minimizes the distance between the model and the market
prices of benchmark instruments by using a search algorithm. Most commonly, practitioners are min-
imizing the root mean square error between model and market vanilla prices or between model and
market implied volatilities. Although the root mean square objective function is the current industry
practice, there exist other alternatives just as suitable. The optimal parameter set typically strongly
depends on the choice of the objective function, leading to significantly different prices for the more
exotic and structured products. Besides the calibration risk issue, it is well known and documented
that several additional problems can arise with the standard calibration methodology. Firstly, one
faces the problem of selecting an appropriate starting value for the search algorithm used. Indeed,
the objective function to be minimized is typically a non-convex function of the model parameter
set and can thus have several local minima, making the solution of the standard calibration problem
dependent on the initial parameter set, which is taken as starting value of the optimization algorithm
and on the sophistication of the numerical search performed. Further, one has the typical related
problem of finding a local minimum instead of the global minimum. Also, a calibration exercise can
be quite time consuming, especially if the number of parameters to be calibrated is becoming large.
Hence we provide a new calibration formalism which consists of matching the moments of the as-
set log-return process with those inferred from liquid market data. In particular, we derive a model
independent formula for the moments of the asset log-return distribution function by expanding
power returns as a weighted sum of vanilla option payoffs. The new calibration methodology rests
on closed-form formulae only: it is shown that, for a model with N parameters, the moment match-
ing calibration problem reduces to a system of NV algebraic equations which give directly the optimal
parameter set in terms of the market implied standardized moments of order 2 to order N and avoids
thus the delicate choice of a particular objective function. The new calibration formalism provides
thus an appealing alternative to the standard calibration problem since it does not depend on starting
value for the model parameters, it is almost instantaneously delivering the matching parameters and
it avoids local minima problems. For the numerical study, we work out different popular exponen-
tial Lévy models and illustrate how the new methodology outperforms the current market standard
ones in terms of both the computation time and the quality of the fit.

Acknowledgment. Florence Guillaume is a postdoctoral fellow of the Fund for Scientific Research - Flanders
(Belgium) (EW.O.).
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We propose a maximum likelihood based method for estimating a linear regression for lognormal
data. Much data in environmental science are approximatly log-normally distributed and in many
situations it is the absolute effect of a predictor that is of interest (i.e. a linear model). We consider
the following model for the response Y:

In(Y) = In (py|x — 0%) +¢
where € is iid N(0;0%). The expected value is a linear function of the predictors X1, X, ..., X}:

pyx = Bo+ B1X1+ -+ BpXp.

We use a method in which the likelihood function from the log-normal distribution is used to esti-
mate the parameters fy, 1, . .., By and 0z. These estimates are then used to construct the prediction
intervals.

Prediction intervals can be used for establishing reference ranges for subpopulations, e.g. estab-
lishing a continuous age-dependent reference range. For the model above, Taylor expansion is used
to estimate a (1 — «) - 100% prediction interval as:

2

52 N 1 Sz 2
exXp | py|x — 5 T tas2,(n—p-1) 1/ 5€ (Avix) - ﬂ%IX * 2(n—p—1) 5z

This prediction interval was evaluated in a simulation study (with 8 = [1.564,0.122,0.075], 07 =
0.4, n = 600 and 3-10° iterations), which showed the 95% prediction interval to have a coverage (pro-
portion of observations covered by the corresponding interval) at about 0.95 (mean 0.951, sd= 0.006).
The study also showed the interval to be symmetric with approximately 2.5% of the observation
lower than the lower limit and 2.5% higher than the upper limit.

The proposed interval was applied to a linear model for CRP (inflammation marker) with insulin
resistance (HOMA-IR) and waist circumference as predictors (data on 598 Swedish women, 64 years
old). The proportion of observations covered by the prediction interval was 0.94 with 3% of the
observations lower than the lower limit of the interval and 3% higher than the upper limit.

Our proposed method gave satisfactory results, both in the application and in the simulation
study.
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It all began about 10 years ago a with some interesting observations that inspired a generalization
of Feller’s weak law for i.i.d. random variables to sums obeying more general normalizing sequences,
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and an application to the St. Petersburg game. This was followed by an extension to unfair coins and
later to the situation in which I toss a biased coin for which P(head) = p, 0 < p < 1, repeatedly
until head appears. If this happens at trial number % you receive sr*=1 Euro, where s, » > 0, which
induces the random variable

P(X =sr* Y =p 1t k=1,2,....

The particular case when s = 1/p and r = 1/q has been studied before. The special case p = ¢ = 1/2
reduces the game to the classical one (of course).

We prove a weak law, and extend Martin-Lof’s theorem concerning convergence in distribution
along the geometric subsequence 2" to an infinitely divisible, semistable law.

Two modifications are also considered. First, a trunctated game and the problem “How many
games until game over?”, and, then, a game in which the player can borrow money without limit for
the stakes, but has to pay interest on the capital. Both models have earlier been studied by Martin-Lof
for the classical game.

Most proofs run along the main lines of those for the classical case.

The more recent parts of this work is joint with Anders Martin-Lof.
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Connecting old-fashioned point process models with new-fangled methodology, we use a neu-
rology data set on nerve endings as a laboratory for model assessment in general clustered point
processes. Trying to determine what kind of distinctions a given set of data sets allows is important
in choosing model components. We also look at a spatiotemporal data set, where stationarity is far
from reasonable.
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In recent years there has been growing evidence that the peaks-over-threshold approach to mul-
tivariate extreme value (MEV) modelling using the multivariate generalized Pareto distributions
(MGPD) has certain advantages as compared to the classical block-maxima method based on MEV
distributions (see, e.g., [2] and further references therein), thus providing an improved accuracy of
estimation and inference. In the present work, a new direct method is developed for simulation of
the MGPD of logistic type (both symmetric and asymmetric), and its performance is assessed numer-
ically. Our approach is valid for arbitrary dimension and, in contrast with previous works (see, e.g.,
[1]), in the entire domain of the distribution support.
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Assuming the unit Frechét marginals of the background (p-variate) MEV distribution (after a

suitable coordinate transformation X = (1 +E&(x—p)/ 0') 1/ 5, with componentwise operations on
vectors), the symmetric logistic MGPD function is given by (cf. [2])

ms (X A XY) — my(x
H(se) = MEAKD) = ma (%)

o ) . XERP, (1)

where A denotes the minimum operator, X = %|x—o and m.(X) = (ifl/a +- -+:E;1/a)a 0<a<).
In the case a = 1, corresponding to independent components X1, . . ., X,, of the (transformed) sample
vector, the logistic MGPD (1) is reduced to a convex combination of quasi-univariate distributions
(cf. [2]). If o < 1 then we show that the distribution function H(x) is absolutely continuous, even
though the definition (1) involves a cut-off. Furthermore, conditioned on the “radial” part Z =

i+ 4Y, Y =X

i (which has an explicit polynomial density fz(z)), the “angular” vector
(Y1,...,Y}) is uniformly distributed on the simplex =;,_1(z) C RP with lateral side z or, when z >
2= @) Ve 4 (:Eg)_l/"‘, on the perforated simplex Z,_1(2) \ ((X°)~* 4+ 5,_1(z — 20)).
Based on these results, one can first simulate the radial part Z = z using either the quantile in-
version (which is possible for z < zj) or a suitable version of the conventional acceptance-rejection
method. Then, given the value Z = z, the simulation of the angular part (Y7, ...,Y}) can be carried
out via the (multivariate) acceptance-rejection method, which however may be rather inefficient for
a ~ 1. As an alternative, we propose a dynamic Monte Carlo procedure based on the truncated
Dirichlet distribution. Finally, simulation of the asymmetric MGPD can be handled via suitable con-
ditioning leading to symmetric MGPDs on lower-dimensional subspaces.
Acknowledgment. ]. Gyarmati-Szab6 was supported by an EPSRC Doctoral Training Grant and a Mathematics
Postgraduate Research Scholarship at the University of Leeds. L.V. Bogachev was partially supported by a
Leverhulme Research Fellowship.
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The paper aims to explore how multiple features observed in real market data can be charac-
terised quantitatively via a property of sample paths known as the signature of the path.

At an abstract mathematical level, the notion of a signature as an informative transform of a
multidimensional time series was established by Ben Hambly and Terry Lyons [1], meanwhile Ni
Hao et al [2] have introduced the possibility of its use to understand financial data and pointed to the
power this approach has for machine learning and prediction.

We evaluate and refine these theoretical suggestions against some real world data and practical
examples. Moreover, the paper identifies a low dimensional part of the signature that preserves
essential information for understanding and measuring market impact and other properties of trade
execution algorithms.
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The first part of the paper presents a few motivating examples which introduce the signature of
time series and demonstrate what information it preserves with special attention on properties which
are not captured by the traditional statistical indicators.

In the second part, we work with the signature of level one limit order book data to caracterize
‘moods’ of the market. Moreover, we use particular instances of various trade execution algorithms
— provided by Man Group plc. - in order to characterise their market impact as well as the market
environments that are favourable and / or unfavourable for each of these algorithms. We mainly focus
on trade execution on futures markets.
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In recent years concepts of dependence have been the focus of substantial research activity. A va-
riety of these concepts can be found in the literature including positive and negative dependence, as
well as extensions and generalizations. In particular, Newman and Wright (1982) introduced the con-
cept of a demimartingale and a demisubmartingale as a generalization of martingales and submartin-
gales. The definition serves the purpose of studying the behavior of the partial sum of mean zero
associated random variables. The class of N-demimartingales studied later by Christofides (2003),
generalizes the concept of negative association and includes as special case the class of martingales
equipped with the natural choice of o-algebras. The aim of our work is to present maximal inequal-
ities for these new classes of random variables. These inequalities are instrumental in obtaining
asymptotic results. The asymptotic results derived for demimartingales can be applied to the case of
partial sums of positively associated random variables while the corresponding results concerning
N-demimartingales can be applied to partial sums of negatively associated random variables and
other statistical functions involving negatively associated random variables. Furthermore, we deal
with the classes of F-demimartingales and conditional N-demimartingales and for these new classes
of random objects we obtain several maximal inequalities and asymptotic results. For a more detailed

study of these large classes of random variables one can study the recent monograph of Prakasa Rao
(2011).
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The observed spike activity for a collection of neurons can be modeled as a multivariate point
process. Each coordinate is a process of spike times for a single neuron, whose intensity depends on
the spike history of the entire process. We propose non-parametric statistical methods for estimation
of a class of filter-based models, where the intensity is given in terms of filters of the spike times for
all the neuron spike time processes.

To be specific we consider models where the intensity for the k’th neuron is given as

A() = (55 > . s>dN;“>

with N™ denoting the counting process for the m’th neuron. The functions h*™ are estimated non-
parametrically using combinations of penalized maximum-likelihood estimation and basis expan-
sions.

We consider, in particular, an estimation algorithm for h*™ using gradients of the log-likelihood
in a reproducing kernel Hilbert space. Combining this algorithm with the penalization

A (R
km

we achieve the selection property, that is, some h*™ can be estimated to be identically 0. The local
independence graph, which can be related to the connectivity of the network of neurons, is then
directly given. Furthermore, we consider applications of the sparse group lasso algorithm using basis
expansions of h*™ in terms of basis functions with local support. This makes it possible to estimate
the support of h*, and in this way we learn about the delay and memory in neural networks.

The generel methods for multivariate point process modeling are implemented in the R package
ppstat available from CRAN.
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Gaussian Processes are used to model data in numerous scientific and engineering fields and
applications, including geostatistics, machine learning, electronics and many others. In particular,
it has gained popularity in recent years in the field of computer experiments ([Sacks et al. (1989)]),
where it is often used as a surrogate model for an otherwise rather complex mathematical model,
coded into computer programs whose run time is typically long. As the computer runtime increases,
strategic choice of the set of inputs becomes a necessity. Suitable sampling methods include model-
independent designs like Latin hypercube sampling of different types or criterion-based designs
which relate directly to the underlying model, such as the maximum entropy design.
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Minimum integrated mean squared prediction error designs in the setting of computer experi-
ments were first introduced by [Sacks et al. (1992)], and to date numerical integration has been the
method of choice for deriving these designs. In this talk, we study the nature of the criterion, us-
ing Mercer’s Theorem and the Karhunen-Loéve decomposition of random processes to derive an
alternative, approximate criterion to the integrated mean squared prediction error.

We proceed from theory to practice by working an example with an anisotropic, two-dimensional
process, and generate several minimum integrated mean squared prediction error designs. We also
provide an asymptotic bound for the relative approximation error, which is based on the energy
conserved when truncating the Karhunen-Loeve expansion. In addition, we reveal the inevitable
relation to Bayesian linear regression, and then proceed to take advantage of the structured nature
of our criterion to suggest a sequential sampling scheme in batches (often referred to as “adaptive
design”), and finally we extend our framework to the slightly more complicated case of an unknown
model intercept, where we investigate the optimality (or lack thereof) of the designs derived earlier.
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Regression modeling in the functional data analysis (FDA) area plays a prominent role. Often
we are interested in the estimation of the functional regression coefficients when either the outcome
or the predictors are continuous functions. A number of methods have been developed over the
past 20 years to address this topic. However, the inference in the FDA settings has been much less
developed.

We study the estimation of the functional regression coefficient 5(¢) in the model E[y;] = a +
[ Xi(t)B(t)dt, where X;(t)’s are the functional predictors and y;’s are the scalar outcomes. The esti-
mation of the functional regression coefficient 3(t) is usually ill-posed, since the number of sampling
points on the curve X;(t) is often larger than the number of observations y;. In such cases, a regu-
larization (penalization) methods are often used to obtain the regression function estimates. We use

—

a recently developed approach of [Randolph et al. (2012)] to obtain the 3(t). In this presentation, we
concentrate on the confidence band construction for the functional regression coefficient estimator

—_

B(t). Most published methods provide a confidence band that is based on the pointwise confidence
intervals at each location ¢ with appropriate adjustment for the confidence interval multiplicity. In
contrast, our approach gives the confidence limits on the tuning parameter A controling the model’s
complexity level. These unidimensional A confidence limits can be directly translated into the equiv-

alent number of parameters quantifying the smoothness or wiggliness of 3(t).

We compare model-based confidence band based on the normality assumption for the random
errors with several bootstrap-based confidence bands via a Monte Carlo simulation study. In par-
ticular, using the equivalence between the functional regression models and linear mixed models,
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we consider four resampling proposals: (1) fully-parametric bootstrap, (2) model-based bootstrap,
(3) mixed bootstrap, and (4) residual bootstrap. In each of the above mentioned approaches, the re-
sampling is performed with fewer parametric assumptions on the distribution of the random effects
and the measurement errors. Major advantage of our method stems from the fact that we directly
quantify the variability of the estimated curve in terms of its complexity.

Finally, we apply the developed method to study the association of magnetic resonance spec-
troscopy metabolite spectra and neurocognitive impairment of the HIV infected patients. The data
used in the application arises from an HIV neuroimaging consortium longitudinal study.

Acknowledgment. This research was partially supported by the grant U0IMH083545 from the USA National
Institutes of Health (NIH).
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The question of model selection has been addressed extensively in statistical literature. Many
approaches have been proposed over the years for dealing with this key issue. In this work, we
attempt to compare two Bayesian methods of model selection, Bayes factors and Reversible Jump
Markov Chain Monte Carlo (RIMCMC), for the logistic and generalized logistic models, and we
address which model selection method is "better".

RJMCMC is a technique for situations where models may have different numbers of parameters.
RJMCMC randomly walks around the parameter space of possible model structures, updating model
parameters at each step. The algorithm produces a list of the model structures visited at each step and
the corresponding set of parameters. RIMCMC is a quite promising approach for model selection in
which the entire parameter space is traversed to yield optimal estimates for parameter values.

In Bayes factors, model selection is based on the ratio of the marginal likelihoods of the two can-
didate models. No optimization is necessary with Bayes factors, and an explicit measure of model
complexity is not needed. However, these benefits are subject to the assumption that one can numer-
ically integrate out the parameters, which is more often than not impossible. For this reason, we use
Sampling Importance Resampling (SIR) to obtain samples from the posteriors. Using these samples,
we compute the marginal likelihoods for the respective models using the Harmonic Mean Estimator.

The two models considered for this work of model selection are the logistic model,

Yok

t) = :
y() yo + (k —yo)e "t

and the generalized logistic model,
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Four datasets were simulated for each model from a normal distribution with mean y(t) for t=1,2...100
and standard deviations of .01, .05, .10, and .20. For the logistic model, parameters were set to yp =
.001, k£ = 1, and r = .15. For the generalized logistic model, parameters were set to yo = .001, £ =1,
r = .25, and v = 2. Improper, non-informative priors were used for the parameter values.

Both RIMCMC and Bayes factors are successful methods for choosing the correct model given a
range of noise in the data. The methods produce similar parameter estimates for cleaner data, but
v and r estimates substantially differ for data with more variation. The cause for these differences
warrants further exploration. Regardless, SIR makes up for its long run time (~60x that of RIMCMC)
with the relative simplicity of its implementation, while RIMCMC makes up for the complexity of its
algorithm with its speed.

Acknowledgment. We wish to acknowledge Andre Punt, Professor and Director, School of Aquatic and Fishery
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A major difficulty in time resolved microscopy such as stochastic marker switching nanoscale
fluorescence microscopy is caused by the drift of the object of interest or its bottom layer during the
observation process due to external sources, e.g. mechanical effects. Therefore, crucial for a sound
registration of the sequence of images is the estimation of this drift. To this end, we develop a global
parametric model for the temporal drift development and propose an estimation procedure for its
parameters based on M-estimation techniques. Since there is no reference image known a priori,
the resulting model is semiparametric. We prove consistency and asymptotic normality of the drift
estimator as well as the convergence of the estimated image to the true one. The practicability of
our method is demonstrated in a simulation study and in an application to PALMIRA fluorescence
microscopy.

Acknowledgment. The authors acknowledge financial support from the Deutsche Forschungsgemeinschaft grant
SFB 755 and also from DFG HU 1275/2-1 and DFG FOR 916.
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Shallow lakes like Lake Balaton are sensitive to environmental changes and anthropogenic effects.
To protect it (mainly Keszthely-bay) against elevated nutrient loads brought by the River Zala, a
mitigation wetland, the Kis-Balaton Water Protection System (KBWPS) was constructed at the mouth
of the River Zala. The aim of the research was to determine exactly which external influences (latent
effects) were the dominating ones in determining the long-term scale behavior of the River Zala’s
processes at its mouth, which is in fact the first sampling site of the KBWPS. In the study 21 water
quality response parameters from the River Zala (1978-2006) and six explanatory ones (1980-2006)
were examined. At first factor analysis modeling seemed to be a good method to apply, however,
after analyzing the mentioned time series structure it became clear that in its conventional form it
is not suitable for the purposes described above. Dynamic factor analysis is the proper method to
take into account the lagged correlation structure. In case of the study it was concluded, that external
changes in the River Zala and the KBWPS’ catchment were reflected in the measured (response) river
water quality parameters. With the aid of dynamic factor analysis these changes were followed and
presumably most of the explanatory parameters driving them were found.

Using Bayesian Networks to Model Dependencies in Oil Exploration

I RAGNAR HAUGE**, MARITA STIEN*, MAREN DRANGE-ESPELAND*,
GABRIELE MARTINELLI, JO EIDSVIK!

*Norwegian Computing Center, Oslo, Norway,
fNorwegian University of Science and Technology, Trondheim, Norway
temail: Ragnar.Hauge@nr.no 182:RagnarHauge.tex,session:CS12A

A final stage in oil exploration is to decide whether to drill or not at a possible oil reservoir
location, called a prospect. The company will have a portfolio of prospects, and for each of these, the
probabilities of success and failure, and associated expected revenue and loss are computed. This
means that when planning a drilling program, the drilling decision is not only whether to drill a
given prospect, but also to decide the order of drilling.

Due to common geological factors, prospects in an area will be correlated. This will have an
impact on the optimal sequence, since each prospect also has a value of information relative to the
other undrilled prospects. However, this is currently not utilised; correlation between prospects is
mainly used after a prospect has been drilled to update success probabilities at remaining prospects.
The reason for this is that no good model for prospect dependencies exists, so the correlation is
handled in an ad hoc way, based on geological understanding. Doing this in advance becomes too
time consuming due to the large number of possibilities.
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We show how Bayesian networks can be used to model the geological understanding of an area,
thus giving a complete joint model for success probabilities for the prospects in an area. These net-
works are expert systems, built by geological experts of the area. This is necessary since each area is
unique, and each prospect only yields one observation, so there will never be enough data to build
the networks. With a Bayesian network, probability updating is fast and simple, so it is easy to
evaluate different drilling strategies. The network is built so that each element has a physical inter-
pretation, to simplify both the building and the interpretation of the network. We have successfully
used this approach on several real world cases, and present a case based on one of these.
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Joint modeling of longitudinal and survival data has been studied extensively, where the Cox pro-
portional hazards model has frequently been used to incorporate the relationship between survival
time and covariates. Although the proportional odds model is an attractive alternative to the Cox
proportional hazards model by featuring the dependence of survival times on covariates via cumu-
lative covariate effects, this model is rarely discussed in the joint modeling context. To fill this gap,
we investigate joint modeling of the survival data and longitudinal data which subject to measure-
ment error. We describe a model parameter estimation method based on expectation maximization
algorithm. In addition, we assess the impact of naive analyses that fail to address error occurring in
longitudinal measurements. The performance of the proposed method is evaluated through simula-
tion studies and a real data analysis.
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Finding an efficient low cost method for well estimating a prediction error covariance (PE-Cov)
in very high dimensional systems is a great and exciting open problem, especially in the field of data
assimilation in meteorology and oceanography. It is well known that filtering algorithm consitutes a
key tool to offer improvement of system forecast in engineering systems. Theoretically, the optimal
filtering algorithm like a Kalman filter (KF) is designed to provide the best estimate for the system
state based on all available observations. As many engineering problems are expressed mathemati-
cally by means of a set of partial differential equations together with initial and/or boundary condi-
tions, their numerical solutions result on system state with very high dimension (order of 105 — 107).
In this context, even under the ideal conditions of validity of the KF, its practical implementation is
impossible due to the fact that at each arrival time of observation, we need to estimate the PE-Cov
(with 102 — 10'* unknown elements).

In this paper we propose a new method for estimating the ECM in such situations. This method is
based on: (i) the sampling procedure (SP) to generate the most informative patterns for the PE (they
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will develop in the directions of the most rapid growth of the prediction error - Dominant Schur
vectors); (ii) the hypothesis on separation of vertical and horizontal correlation structures. It will be
shown that the proposed method is a low-cost one to access well a PE-Cov which is easily imple-
mentable in practice for very high dimensional systems, and the filter designed on the basis of such
PE-Cov (called PE-Filter) can attain nearly the same level of performance as that of the KF. Differ-
ent numerical experiments, with low and very high dimensional systems, will be provided to show
comparable performances of the KF and PE-Filter.

NYA Flexible Parametric Adjustment Method for Correcting the Impacts of
ZNUACEE Exposure Detection Limits in Regression
Arranged

SHAHADUT HOSSAIN*{

“UAE University, Al Ain, UAE

femail: shossain@uaeu.ac.ae 185:SHAHADUT_HOSSAIN.tex,session:NYA

For unbiased estimation of the parameters in regression models, it is necessary that the explana-
tory variables (exposures) X are completely observed along with the outcome variable Y. However,
in many fields of applications, measurements on some quantitative exposures can not be observed
completely. Some of the measurements on these covariates are below some experimentally deter-
mined detection limits (DLs). If not accounted for, the regression analysis involving such limited
explanatory variables distorts the association estimates. In this talk, I will discuss a flexible paramet-
ric Bayesian adjustment method for eliminating the deleterious impacts arising in the estimates of
regression parameters of logistic regression model due to exposure detection limit. The theoretical
framework of the proposed adjustment method will be discussed first, followed by the presentation
of some simulation results to demonstrate the performance of the proposed method.

Acknowledgment. This research was supported by the UAE University FBE summer research grant 2011.
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In 1998, the International Conference on Harmonization (ICH) published a guidance to facilitate
the registration of medicines among ICH regions including European Union, the United States of
America, and Japan by recommending a framework for evaluating the impact of ethnic factors on
a medicine’s effect such as its efficacy and safety at a particular dosage and dose regimen (ICH E5,
1998). The purpose of ICH E5 is not only to evaluate the ethnic factor influence on safety, efficacy,
dosage and dose regimen, but also more importantly to minimize duplication of clinical data allow
extrapolation of foreign clinical data to a new region. Hsiao et al. (2007) have proposed a Bayesian
approach to synthesize the data generated by the bridging study and foreign clinical data generated
in the original region for assessment of similarity based on superior efficacy of the test product over a
placebo control. However, for Hsiao et al. (2007), even if both regions have positive treatment effect,
their effect sizes might in fact be different. That is, their approach could not truly assess the similarity
between two regions. Therefore, in this article we develop a Bayesian consistency approach for as-
sessment of similarity between a bridging study conducted in a new region and studies conducted in
the original region. Methods for sample size determination for the bridging study are also proposed.
Numerical examples illustrate applications of the proposed procedures in different scenarios.
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This talk is concerned about the inference for random effect spatial temporal models. We con-
sider the penalized maximum likelihood estimation together with a forward selection procedure to
determine the important fixed and random effects in the model and estimate the parameters simul-
taneously. Some numerical results will be provided to demonstrate the advantages of the proposed
method.
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This talk is concerned with high-dimensional linear regression. We consider simultaneous group-
ing pursuit and feature selection over an undirected graph, where each predictor corresponds to one
node over the graph and a connecting edge between two nodes indicates possible grouping between
two nodes. In other words, the prior knowledge about grouping is expressed in terms of a graph.
To address computational challenges in high-dimensional analysis, we introduce an efficient method
that is based on the augmented Lagrange multipliers, coordinate decent, and difference convex meth-
ods. This permits accurate selection and pursuit over an arbitrary graph, for large-scale problems.
On one hand, the issue of selection instability of feature selection is effectively treated through group-
ing pursuit, where highly correlated predictors associated with the response are included in a model
through estimation of the grouping structure. On the other hand, redundant predictors can be re-
moved during the process of variable selection. As a result, higher predictive performance is realized
as compared to feature selection and grouping pursuit alone. Some numerical and theoretical results
will be provided to demonstrate the effectiveness of the proposed method.
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The accelerated failure time (AFT) model is an attractive alternative to the Cox proportional haz-
ard (ph) model. The AFT model is intuitive in interpretation where the covariate has effect on ex-
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panding/contracting the life time. Nevertheless, unlike the Cox ph model, very few methods for the
AFT model had been developed when covariate is subject to measurement error or when there are
replicate measurements. For example, there is no corrected score or the conditional score for the AFT
model while they do exist for the Cox ph model. This is due to some technical difficulties inherent in
the AFT model. In fact, it seems that there is no consistent functional method up to date when covari-
ate is measured with error. The method proposed here is a novel and consistent estimation. We will
investigate how the naive estimation function is biased which inspires our method, and show that
a consistent estimation can be achieved by using surrogate in a tricky way. A surrogate duplication
algorithm is also provided to facilitate the estimation. The performance of the proposed estimation
was evaluated through a simulation study.
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In a linear regression model with random design, we consider a family of James-Stein-type
shrinkage estimators from which we want to select a ‘good” estimator for prediction out-of-sample.
We focus on the challenging situation where the number of explanatory variables can be of the same
order as sample size and where the number of candidate estimators can be much larger than sample
size. We show that an estimator’s out-of-sample performance can differ dramatically from its in-
sample performance (which is studied extensively in the existing literature). The actual performance
of the estimator depends on unknown parameters in a complicated fashion. Using an estimate of the
out-of-sample predictive performance, we replace the actual performance by an empirical counter-
part and select the empirically best estimator. We show that the empirically best estimator is asymp-
totically as good as the truly best (oracle) estimator, uniformly over a large class of data-generating
processes. Moreover, we show that we can estimate the performances of both estimators in a uni-
formly consistent fashion. Our main results are explicit uniform finite sample performance bounds
for Gaussian data. These findings extend results of Leeb (2008, Bernoulli 14(3):661-690) where the
underlying estimators are least-squares estimators.
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Discrete valued time series occur in many practical applications, usually as counts in consecu-
tive time points or as states of a system in time. If the values of the series are small integers (or
even arbitrary categories), the traditional ARMA framework is not suitable for the modelling. In
last several decades, number of different model classes has been proposed, see [McKenzie (2003)] or
[Kedem and Fokianos (2002)].

Recently, [Biswas and Song (2009)] suggested a class of models based on mixtures of the distribu-
tions of lagged observations, referred to as Pegram’s ARMA models or mixing ARMA models, see
[Pegram (1980)]. In particular, we say that a random sequence {Y;} follows a mixing AR(1) model if

Vi = (Yi-1,0) * (1,1 — ), 1)
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where ¢ € (0,1) and {e;} is a sequence of iid variables with a discrete distribution on non-negative
integers. The operator » means that the distribution of Y; is a mixture of the distribution of Y;_; and
the distribution of ¢; with weights ¢ and 1 — ¢. Conditionally on Y;_1, the distribution of Y; is a mix-
ture of a Dirac measures at Y;_; and the distribution of ¢; with weights ¢ and 1 — ¢. Some properties
of this class of models have been analyzed in [Biswas and Song (2009)]. Namely, the autocorrelation
function (ACF) of a mixing ARMA (p, ¢) model is the same as the ACF of the standard ARMA(p, q)
model.

In many practical applications one needs to work with non-stationary series. The series of interest
can exhibit seasonality or generally depend on some external variables (deterministic or stochastic).
It is therefore important to allow explanatory variables enter the model. In this contribution we study
the mixing AR(1) model, whose parameters possible depend on explanatory variables. Conditional
least squares estimators of the model parameters are suggested and their properties are investigated.
The performance in finite samples is studied via simulations.

Acknowledgment. The presenter is supported by the Czech Science Foundation project “DYME Dynamic Models

in Economics” No. P402/12/G097.
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The contribution will concern testing the null hypothesis that series of functional observations
are independent and identically distributed against serial dependence. Our procedure is based on
the sum of the L2 norms of the empirical correlation functions. The limit distribution of the proposed
test statistic is established under the null hypothesis. Under the alternative the sample exhibits serial
correlation, and consistency is shown when the sample size as well as the number of lags used in the
test statistic tend to oc.

A Monte Carlo study illustrates the small sample behavior of the test and the procedure is applied
to data sets, Eurodollar futures and magnetogram records.
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In this talk, the quality of a process or product is represented by a relationship (or profile) be-
tween the response variable and one or more explanatory variables, which is characterized better
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by a proportional odds model. Two control charting schemes for monitoring such profiles in Phase
IT study are proposed. Simulation studies are conducted to compare the effectiveness of these two
charting schemes. A diagnostic method is utilized to find the change point location of the process
and to identify the parameters of change in the profile. An example is also used to illustrate the
implementation of the proposed charting schemes and diagnostic method.

Acknowledgment. This research was partially supported by the Taiwanese National Science Council, grant No.:
100-2118-M-007-005-MY?2.
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Biomed.

The assessment of species’ extinction is the crux of conservation ecology. Although the population
loss rate can be straightforwardly estimated by the population sizes over two distinct time periods,
it is difficult to obtain such information in practice. Instead, the occupancy rate is easily available for
most situations. This study attempts to establish the relationship /model between the occupancy rate
and the population loss rate. Based the relationship, the population loss rate would be estimated and
applied to determine the level of a species” extinction. A simulation study by means of two census
plant data turns out that the proposed model is promising to be the bridge between the occupancy
rate and the population rate. In addition, we show some theoretical properties that can explain
phenomena in the previous study of He (2012).
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The real-time PCR (real-time polymerase chain reaction) is a common technique for evaluating
the gene expression. This technique can provide very sensitive and accurate results since it is mon-
itored instantaneously and also performs a quantitative analysis for the target gene. It has become
a widespread technique in analyzing gene expressions. There are two methods to quantify the real-
time PCR gene expression, relative and absolute quantification. Owing to cost and available sources,
the relative quantification is the more commonly used method. However, the relative quantification
requires a housekeeping gene as an internal control gene to normalize the target gene expression.
Andersen et al. (2004) and Dheda et al. (2004) pointed out the gene expression of housekeeping
gene may be unstable not only due to the biological variation, but also different experimental condi-
tions. Hence, we discuss the feasibility of implementing the normalization method for high density
oligonucleotide array to the relative quantification in real-time PCR.
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Three common normalization methods for high density oligonucleotide array, the scaling nor-
malization (Affymetrix, 2002), the invariant set normalization (Li and Wong, 2001) and the quantile
normalization (Bolstad et al. 2003), are discussed. Owing to large differences in data characteris-
tics, Monte Carlo simulations are used to evaluate the performance of these normalizations to the
real-time PCR. Four indices are used to assess the performance. Furthermore, a real data is used to
illustrate the feasibility of these normalizations to the real-time PCR. We find that instead of using the
housekeeping gene, the scaling normalization is a good choice for relative quantification in real-time
PCR.
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In this talk we propose consistent and asymptotically Gaussian estimators for the parameters A,
o and H of the discretely observed fractional Ornstein-Uhlenbeck process solution of the stochastic
differential equation dY; = —\Y;dt + odW/, where (W ¢ > 0) is the fractional Brownian motion.
For the estimation of the drift A, the results are obtained only in the case when § < H < 3. This paper
also provides ready-to-use software for the R statistical environment based on the YUIMA package.
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In this paper, graphical method studied by Balakrishnan and Kateri are discussed for several
lifetime distributions. Existence and unigeness of maximum likelihood estimates of Chen, Gompertz
and Burr XII distributions under complete, Type-II censored and progressively Type-II censored sam-
ple are discussed by graphical method. A numerical analysis is also implemented in order to show
the existence, unigeness and finding of MLE.
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Quantitative models for ecological and epidemiological systems plays roles in forecasting and
evaluating the potential effects of interventions, as well as building basic understanding of the mech-
anisms driving the behavior of the system. Characteristic features of these biological systems include
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stochasticity, nonlinearity, measurement error, unobserved variables, unknown system parameters,
and even unknown system mechanisms. We will consider the resulting methodological challenges,
with particular reference to pathogen/host systems (i.e., disease transmission). We will focus on sta-
tistical inference methodology which is based on simulations from a numerical model; such method-
ology is said to have the plug-and-play property. Plug-and-play methodology frees the modeler
from an obligation to work with models for which transition probabilities are analytically tractable.
A recent advance in plug-and-play likelihood-based inference for general partially observed Markov
process models has been provided by the iterated filtering algorithm. We will discuss the theory and
practice of iterated filtering.
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The difference between Path analysis and the other multivariate analyses is that Path analysis
has the ability to compute the indirect effects apart from the direct effects. The aim of this study is
to investigate the distribution of indirect effects that is one of the components of path analysis via
generated data using the statistical package Minitab 16. To realize this a simulation study has been
conducted with four different sample sizes (50, 100, 250 and 500), three different number of explana-
tory variables (3, 5 and 7) and finally with three different correlation matrices (low, medium and
high). A replication of 1000 has been applied for every single combination of sample size, number of
variables and type of correltation matrix. The generated data have been obtained writing six differ-
ent macros within Minitab 16. Using Lisrel 8.0 the path diagrams have been built for each type of the
generated data. According to the results obtained from the generated data, it is found that no matter
what the sample size is path coefficients tend to be stable. Morover path coefficients are not affected
by correlation types either. Since the replication is a 1000 that is fairly great the indirect effects from
the path models have been treated as normal and their confidence intervals have been presented as
well. It is also found that path analysis should not be used with three explanatory variables. It is be-
cause the indirect effects are not statisticaly significant and hence the path models would convert to
the ordinary linear regression model. We think that this study would help scientists who are working
in social sciences to determine sample size and different number of variables.
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Recently, there has been considerable interest in integer-valued time series models for analyzing
data sets which consist of counts of events, objects or individuals. Several integer-valued time series
models proposed in the literature are based on the branching model.

Let {&j, ex : k, j € N} be independent, non-negative, integer-valued random variables such
that {{;; : j € N} areidentically distributed for each k € N. In the talk, we consider the time-varying
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branching process with immigration (TVBPI) (X )rez, defined recursively as

Xp—1

Xp= > &yt+er for keN,  Xo=0.
j=1

The sequence (Xj)rez, is also called a branching process with immigration in time varying envi-
ronment. We can interpret X, as the size of the Eth generation of a population, e.g., the number of
traffic accidents, hospital admissons, attacks on computer systems, transactions in transaction pro-
cessing systems. Assume that, for all k € N, my := E& 1, A\ := Eey, 07 := Varg 1, and b7 := Varey,
are finite.

A TVBPL s called asymptotically critical if m,, — 1 as n — co. Suppose that there exists o € R
such that m,, = 1+ an ' +46,, n € N, with > n0n < 00. We prove the following classification
theorem for the asymptotic behavior of the process. The expectation EX,, of the n'' generation is
O(n), O(nlnn),and O(n*) as a <1, a =1,and o > 1, respectively. The following asymptotical
results hold in case of vanishing offspring variance for the random step fuctions ;" := X|,;/ and
MG = Z,Efg My, t € Ry,n € N, where M, := X, — E(X}), | Fx—1) is the associated martingale
difference and Fj, is the natural o-algebra.

Theorem 4. Suppose that o < 1 and the sequences (\p)rez.., (o,% “k)rez,, and (bi)keZJr converge to J,
o2, and b2, respectively, in Cesaro sense. Then n™' X" 5 iy, as n — oo, where ux(t) == At/(1 — a).
Moreover, under appropriate Lindeberg conditions, n='/2 M™ L5 MW as n — oo, where (Wy)ier, is
a Wiener process and o3, := \o?/(1 — «) + b% Finally, if a < 1/2 then n=1/2(X" — EA™) L X, as
n — oo, where (X;)er, is a time-varying Ornstein-Uhlenbeck process defined by the SDE

dX, = at 7t A,dt + o dWs.

The approximate conditional least squares estimator (CLSE) of the parameter « is given by

Dot (X = Xpm1 — \) (Xg—1 /)
> k=1 (Xp—1/k)? ‘

Then & can be interpreted as the quantitative measure of the criticality of an asymptotically critical
TVBPIL. We prove the asymptotic normality of this estimator. Applications are presented using real
datasets.
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A generalized linear model (GLM) is used to assess and quantify the relationship between a re-
sponse variable and explanatory variables. In GLM, the distribution of the response variable is cho-
sen from the exponential family such as;

F =t ne (D) g0 =5
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where ) is a scale parameter, a () is a function that determines the response distribution, g (1) is
a link function which is linearly related to explanatory variables.

A generalized linear mixed model (GLM M) is a statistical model that extends the class of gen-
eralized linear models (G LM s) by incorporating normally distributed random effects. So GLM M
is an extension to the GLM in which the linear predictor contains random effects in addition to the
fixed effects. In GLM M s random effects are chosen to control for specific factors which are expected
to cause within-subject variation that vary among subjects.

In this study, when the response variable is binary, logistic regression model with a fixed and
random effect from G LM M approach which is called mixed effects logistic regression model will be
examined on a repeated measurements data set especially with including correlated data.
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Two major goals for clinical trials are to identify effective treatments and to treat patient best in
the trial. A good design should be both efficient and ethical. An efficient design requires a small
sample size to achieve the pre-specified type I and type II error rate for testing treatment efficacy.
An ethical design allocates patients to the best available treatments to increase the overall treatment
success in the trial. Outcome-adaptive randomization (AR) has been proposed in clinical trials to
assign more patients to better treatments based on the interim data. When sufficient information
accumulates during the trial, early stopping for futility or efficacy can reduce the study sample size.
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Bayesian framework provides a platform for continuous learning, hence, is ideal for implementing
AR and early stopping. Generally speaking, equal randomization (ER) requires a smaller sample
size and yields a smaller number of non-responders than AR to achieve the same type I and type II
errors. Conversely, AR produces a higher overall response than ER by assigning more patients to the
better treatments as the information accumulates in the trial. ER is preferred when the patient pop-
ulation outside the trial is large. AR is preferred when the difference in efficacy between treatments
is large or when limited patients are available outside the trial. The equivalence ratio of outside ver-
sus inside trial populations can be computed when comparing the two randomization approaches.
Furthermore, AR has the ’self-correction” property even if the initial information is not quite accu-
rate. Under the Bayesian framework, continuous monitoring of the efficacy endpoint can be easily
achieved by computing the posterior probability or the predictive probability of treatment success.
When properly applied, early stopping efficiently reduce the trial sample size without compromis-
ing the type I and type II errors. Dynamic graphics and simulations will be presented to evaluate
the relative merits of AR versus ER and the impact of early stopping. A biomarker-based Bayesian
adaptive design for selecting treatments, biomarkers, and patients for targeted agent development
will be illustrated in the BATTLE-1 and BATTLE-2 trials for patients with non-small cell lung cancer.
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A linear process built upon i.i.d. innovations {Y}}cz is (for us) a sequence {X,, },¢z given by
Xn = Z Cn*j}/ja
JEZ
where the numbers {c;};cz are such that the series defining X, is convergent.

Linear processes form the simplest class of dependent models which are suitable for computa-
tions and exhibit various interesting phenomena such as clustering of big values and long-range
dependence.

We are interested in convergence of partial sum processes

[nt]

1
" k=1
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We shall consider only the case when Y}’s are in the domain of strict attraction of a strictly a-stable
and non-degenerate distribution on Rl a € (0,2), the numbers ¢; are summable:

g |cj| < 400,
JEL
and the linear processes are non-trivial, i.e. at least two among c;’s are non-zero.

Since the work by Avram and Taqqu (1992) it is known that in this case the convergence in Sko-
rokhod’s Ji-topology cannot hold. Avram and Taqqu (1992) and Louhichi and Rio (2011) obtained
functional convergence in Skorokhod’s M;-topology for the case when all ¢; > 0 (what implies that
X,,’s are associated).

In this talk we show functional convergence of S, (¢) in so-called S-topology, introduced by
Jakubowski (1997). We give some implications of this fact.

We discuss also convergence of finite dimensional distributions and obtain a complete character-
ization. It leads to new — and tractable — sufficient conditions in case 0 < o < 1.
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Volumes of brain components are informative about cognitive and motor abilities of vertebrates,
thus estimation of the volumes from internal surfaces of the skulls of extinct species is of interest in
evolutional studies.

Brains of extant birds were segmented to main components (telencephalon, diencephalon, mid-
brain, cerebellum and pons with medulla oblongata) on MR acquired with high resolution. MR data
were compared with their corresponding regions on endoneurocrania segmented from images ob-
tained in micro CT.

The first approach is based on the regression of the volumes on the surface areas and the integral
curvatures of the regions. The volumes and the surface areas can also be efficiently estimated by 3D
virtual probes from the data volumes.

The second approach uses fitting the deformable models of the brain components (atlases) inside
the endoneurocrania.

Acknowledgment. This research was supported by the Czech Science Foundation, grant No.: P302/12/1207.
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The presented work [1] constructs information criteria based on penalized least squares and pe-
nalized likelihood for use in variable selection from observations in high-dimensional models. The
penalties used in Mallows” Cp and Akaike’s information criteria provide an unbiased estimator for
the loss or distance w.r.t. the unknown true model. This unbiasedness, however, only holds for the
evaluation of the quality of a given model. When the criterion is used to optimize over a set of candi-
date models, the optimization output is affected by the observational errors, resulting in additional
bias. This bias can be reduced or even undone by shrinkage estimators, such as in soft-thresholding
or lasso. Shrinkage introduces new bias and leads to an overestimation of the number of nonzeros.
Therefore, we present a criterion for minimum loss variable selection without shrinkage.

The loss function is typically the prediction error (in case of Mallows’ Cp) or the Kullback-Leibler
distance (for AIC). The Optimization of a criterion that estimates this loss function relies on the ob-
servations only. From there, the optimization cannot distinguish between large errors that present
themselves as good candidates for explaining the data on one hand and true underlying parameters
on the other hand. As a result, the optimization of the selection criterion has the tendency to select,
next to the very significant effects, explanatory variables that are most dominated by the observa-
tional errors. The discrepancy between the appearance of those variables as the best candidates and
the reality of being the worst candidates, can be described and visualized as a mirror effect. The
description of the mirror relies on a oracular variable selection that does not depend on the observa-
tional errors.

It is understood that shrinkage tempers the effect of the false positives. As a negative side effect,
the optimization routine becomes more tolerant for false positives, leading to a large overestimation
of the model size. This overestimation is a key motivation for the use of minimax, Bayesian, false
discovery based methods instead of minimum loss approaches.

By exploration of the mirror effect, we demonstrate, however, that careful minimization of the
loss, being aware of the mirror effect, results in much sparser models. Although hard thresholding
is harder than soft thresholding (mathematically, computationally), our work illustrates that it yields
much better minimum loss results.

Shrinkage driven routines for variable selection are typically implemented as convex optimiza-
tion problems. They are fast and yet a good approximation for selection without shrinkage, which
is a problem of combinatorial complexity. One of the conclusions of our work is that this good ap-
proximation holds only for fixed values of the smoothing parameter or — equivalently — the model
size. Once the smoothing parameter is optimized, the shrinkage should be compensated for in the
information criterion.
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Consider an arbitrary i.i.d. sequence (X;);en of real valued random variables. At finite sample
size k(n) the following question is of high interest. What can be said about the distribution of the
partial sum

Skim) = D Xi
i=1
given the values X1, ..., Xj;,)? In many cases this question can be attacked by Efron’s bootstrap or

existing bootstrap modifications which are widely used tools in modern statistics. However, as it
is well known, Efron’s bootstrap may fail for heavy tailed X;. In this talk we like to point out that
also bootstrap modifications like the m(n) out of k(n) bootstrap cannot solve the problem without
further assumptions on X;. Here it is well known that for non-normal but stable limit laws the
m(n) out of k(n) bootstrap can be consistent but the resample size m(n) may depend on the index
« of stability. However, continuing the work of del Barrio et al. (2009) we prove that in various
cases a whole spectrum of different conditional and unconditional limit laws of the m(n) out of k(n)
bootstrap can be obtained for different choices of 7:((:)) — 0 whenever X; does not lie in the domain
of attraction of a stable law. As a concrete example we study bootstrap limit laws for the cumulated
gain sequence of repeated St. Petersburg games. For these games the investigation of distributional
convergent partial sums have e.g. been investigated by Martin-Lof (1985), Csorg6 and Dodunekova
(1991), Csorgé (2010) and Gut (2010). Here it is shown that the bootstrap inherits these partial limit
laws. In particular, a continuum of different semi-stable bootstrap limit laws occur for classical and
generalized St. Petersburg games.
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In this paper we consider the general class of local polynomial estimators for parameter curves
of locally stationary processes. Under suitable regularity conditions, we derive explicit expressions
for the limiting bias and variance of local polynomial estimators of arbitrary order and prove central
limit theorems by applying a general result from empirical spectral process theory. By using these
expressions, we construct an adaptive estimator with a plug-in method. In addition, we studied the
uniform rate of convergence of these estimators. We also apply the results to the estimation of a
time-varying frequency, where we compare the performance of different estimation strategies. In a
simulation study, we investigate the finite sample properties of the estimators.
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In clinical trials, patients with different biomarker features may respond differently to the new
treatments or drugs. In personalized medicine, it is important study the interaction between treat-
ment and biomarkers in order to clearly identify patients that benefit from the treatment. With the
local partial likelihood function (LPLE) method proposed by Fan et al. (2006), the treatment effect can
be modelled as a flexible function of the biomarker. In this paper, we propose a bootstrap test method
for survival outcome data based on the LPLE, for assessing whether the treatment effect is a constant
among all patients or varies as a function of the biomarker. The test method is called local partial like-
lihood bootstrap (LPLB) and is developed by bootstraping the martingale residuals. The test statistic
measures the amount of changes in treatment effects across the entire range of the biomarker and is
derived based on asymptotic theories for martingales. The LPLB method is nonparametric, and is
shown in simulations and data analysis examples to be flexible to identify treatment effects of any
form in any biomarker defined subsets, and more powerful to detect treatment-biomarker interaction
of complex forms than the Cox regression model with a simple interaction.

Statistical methods for detecting electoral anomalies: The example of FSA
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Starting with the 2004 recall referendum, an important opposition sector to President Chavez has
questioned the integrity of the Venezuelan electoral system. After carrying out a forensic analysis
on Venezuelan elections, since the rise of Chavez to power until his recent death, we reach two
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controversial and paradoxical conclusions: on one hand, we cannot rule out the hypothesis of fraud
in elections run by the current electoral referee. On the other hand, if fraud has been committed,
this has hardly been determining. Only under extreme hypothetical scenarios, where almost all the
unaudited polling stations were altered, the fraud could overturn the results in referendums of 2004
and 2009, but not in the rest of the study cases.
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Modern massive datasets create a fundamental problem at the intersection of the computational
and statistical sciences: how to provide guarantees on the quality of statistical inference given bounds
on computational resources such as time or space. Our approach to this problem is to define a notion
of “algorithmic weakening,” in which a hierarchy of algorithms is ordered by both computational
efficiency and statistical efficiency, allowing the growing strength of the data at scale to be traded off
against the need for sophisticated processing. We illustrate this approach in the setting of denois-
ing problems, using convex relaxation as the core inferential tool. Hierarchies of convex relaxations
have been widely used in theoretical computer science to yield tractable approximation algorithms
to many computationally intractable tasks. In the current paper we show how to endow such hier-
archies with a statistical characterization and thereby obtain concrete tradeoffs relating algorithmic
runtime to amount of data.
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In this paper we present an example of interdisciplinary work, where the interaction between a
statistician and an ecologist was essential for the generation of new statistical research. In Ecology,
the determination of high potential areas of habitat for species based on environmental information
and presence sites (geographical positions where species have been detected) is a very important
issue for conservation purposes. For many species, the only available data are of recorded or ob-
served presences, in general, obtained from herbaria and museums. So, inference should be made
considering presence only data. In the literature, there are several methods that are used for this
problem.

A method that has been applied in several studies with sensible results is called Domain, which
is easy to understand and its implementation is not very difficult. Nevertheless, it has two main
drawbacks. First, Domain is not based on formal statistical tools, and so a statistical inference process
is not possible. Secondly, Domain does not produce a measure to assess the precision of the obtained
results. In the first part of this work, we show how to provide Domain with a formal statistical
framework for the estimation of the main parameter involved in the Domain method by using the
empirical distribution and using extreme value theory. In addition to the inference procedure, we
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propose a way to evaluate the precision of the result obtained. After this postulation, during the
interaction with an Ecologist, this ecologist realized that the estimated parameter in Domain could
have a possible interpretation from the ecological point of view: an estimator of the habitat specificity,
which is a very important concept in ecology that is related to the determination of the endangered
species. This observation allowed for the formulation of a new statistical problem: the postulation of
a way to make statistical inference (hypothesis test, confidence interval) for the parameter related to
the specificity of a habitat. For illustration, we give an example of the formalization of the Domain
method and a first approximation for the task of making inference for the specificity of a habitat,
considering a real endemic endangered species of Yucatan, Mexico.
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Half a century ago, the English entomologist L.R. Taylor published a short paper in Nature, where
he proposed a simple power law to describe the relationship between the spatial variance of plant
and animal populations and their mean abundance. If Y is the population count with mean ., then
Taylor's power law says that Var(Y) = au®, where a and b are positive parameters. This form of vari-
ance function is well-known in statistics, but Taylor’s paper marked the beginning of a remarkable
development in applied science, characterized by both triumph and controversy. The possibility of
controversy is easy to spot, since the power law harnesses but two degrees of freedom of the complex
population dynamics of animals, with infinite possibilities for alternative explanations. Yet Taylor’s
triumph was that within his lifetime, the power law was confirmed empirically again and again to
such an extent that it earned the name "universal". As early as 1983, Taylor was able to declare that
his law had been observed for 444 different species of birds, moths and aphids sampled over Great
Britain. Even more remarkable, the following decades witnessed a development where the power
law was observed in an ever expanding range of different circumstances, ranging from, say, the num-
ber of sexual partners reported by HIV infected individuals to the physical distribution of genes on
human chromosome 7. The apparent lack of a definitive theoretical explanation for Taylor’s law has
led some authors to make statements such as Taylor’s power law is merely an empirical model which lacks
definite theoretical background. Yet already in 1984, M.C K. Tweedie, an English radiotherapy physicist
and statistician, proposed a class of statistical distributions with power variance functions providing
a possible explanation for the power law. We present some of the empirical evidence for Taylor’s law
and consider the Tweedie distributions as a possible explanation for the power law. We also discuss
the possible ramifications for spatial modelling of population abundance data.
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A long-living question is whether one should rely on a parametric or nonparametric model when
analyzing a certain data set. This is a question that cannot be answered by classical model selection
criteria like AIC and BIC, since the nonparametric model has no likelihood. When performing a
statistical analysis, there is often a certain population quantity p, here coined the focus parameter,
that is of main interest. This motivates translating the model selection problem to a question of
choosing the best estimator for 4. In the spirit of the parametric vs. nonparametric game: Given an
iid. data set, do we use the nonparametric sample quantile, or do we rely on a parametric model
to estimate a certain quantile ¢ of the underlying distribution? Similarly, for right-censored data,
do we use the Kaplan-Meier estimator or an estimator based on either the exponential, Weibull or
Gompertz distribution to estimate the probability that an individual survives at least to a certain time
point ¢?

In general terms, the focused information criterion (FIC) is a model selection criterion which
compares and ranks the candidate models based on estimated mean squared errors (MSEs) of the
different jis. As a consequence, the ranking depends not only on the data, but also on the focus pa-
rameter of interest. By its nature the actual formulae for the FIC depend on various characteristics of
the underlying framework of models under consideration. The FIC idea has earlier been developed
for several classes of problems, amongst them for nested parametric models in the ii.d. case and
covariate selection for both the generalized linear models and Cox proportional hazard regression
situations. Our FIC machinery is motivated by the same techniques, but is widened in terms of the
available candidate models. Our approach compares general non-nested parametric models with a
nonparametric alternative. The estimates of the MSEs consist on model robust estimates of squared
bias and variance stemming from large-sample results for the different fis. The approach is carried
out for the i.i.d. and censored data situations. Furthermore, a more general model selection criterion
allowing for several focus parameters to be considered simultaneously is constructed.

A conceptual advantage of our FIC approach is that one does not need to address a model’s
general purpose fit, e.g. via goodness-of-fit procedures. The technique is also robust in the sense that
when a parametric model is biased, the probability of selecting this model will converge to 0 as the
sample size increases. Thus, the nonparametric model will be selected with probability converging to
1 when all of the parametric candidate models produce biased fis. Desirable results are also obtained
for the event of a certain parametric model actually being fully correct.
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Many physical processes such as climate variables and climate model errors on a global scale
exhibit complex nonstationary dependence structure, not only in their marginal covariance but their
cross covariance. Flexible cross covariance models for processes on a global scale are critical for ac-
curate description of each physical processes as well as their cross-dependence and for improved
prediction. We propose various ways for producing cross covariance models, based on Matérn co-
variance model class, that are suitable for describing prominent nonstationary characteristics of the
global processes. In particular, we seek nonstationary version of Matérn covariance models whose
smoothness parameters vary over space, coupled with differential operators approach for modeling
large scale nonstationarity. We compare their performances to some of existing models in terms of
AIC and spatial prediction in two applications problems: joint modeling of surface temperature and
precipitation and joint modeling of errors of climate model ensembles.
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Principal component analysis is a widely used method for dimensionality reduction and visu-
alization of multidimensional data. It becomes common in modern data analytic situation that the
dimension d of the observation is much larger than the sample size n. This leads to a new domain in
asymptotic studies of the estimated principal component analysis, that is, in terms of the limit of d. A
unified framework for assessing the consistency of principal component estimates in a wide range of
asymptotic settings is provided. In particular, our result works for any ratio of dimension and sam-
ple size, d/n — ¢, ¢ € [0,00]. We apply this framework to two different statistical situations. When
applied to a factor model, we obtain a unified view on the sufficient condition for the consistency
of principal component analysis. Secondly, we propose to use time-varying principal components
to model multivariate longitudinal data with an irregular grid. A sufficient condition for the consis-
tency of the estimates is obtained by the proposed tool. Simulation results and a real data analysis
are included.
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In immunology, the analysis of a peptide-array data is a multi-step process which starts with a
well-defined biological question, goes through several statistical issues such as experimental design
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and data quality, and finishes with the data analysis and a biological interpretation.

The immunological studies produce raw data that is not only voluminous but is typically highly
skewed with artifacts due to technical issues. Hence, an appropriate data transformation, standard-
ization and normalization is required prior to the statistical analysis. The main objective of nor-
malization is to ensure that measured intensities within and across peptide-slides are comparable;
although the correction for systematic differences between samples on the same slide or chip, or be-
tween slides or chips, which do not represent true biological variation between samples is of utmost
importance.

The mixed model approach is nowadays widely used in the analysis of micro-arrays. These mod-
els use the information in so called control spots (negative control and positive controls) and the pep-
tide responses. The replicated blocks on each slide/chip provide an important information for the
removal of “noise”, i.e. variation due to the measurement process or poor slide processing procedure
(Nahtman, 2007). We propose a new normalization algorithm based on half-normal distribution. The
half-normal distribution is the probability distribution of the absolute value of a random variable.

In the analysis of peptide-arrays, the ratio of the foreground to background signal on the log-scale
is used as a measure of the response (as a response index) at each spot. The response index measures
the relative strength of the foreground signal compared to background, using a log-scale to repre-
sent simple doubling effects. Using the log-ratio estimates instead of the ratio makes the distribution
more symmetrical. An important problem in a high-dimensional data analysis is a reduction of di-
mensionality or detection of relevant sets of variables. In this work the variables selection method
proposed by Lduter et al. (2009) is used to detect relevant sets of peptides some of which could
be connected to specific immune system activity. Another problem of interest is to characterize the
immune profile in vaccinated persons over time. The following statistical tests concerning profiles
will be considered: (1) test of parallelity of profiles; (2) test of equality of profiles; (3) test of constant
profiles given that they are parallel. The contribution to the statistical methodology will concern the
high-dimensionality regarding the number of profiles.

We will illustrate the methodology applied to the peptide microarray data from a tuberculosis
research.
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The Markov chain Monte Carlo (MCMC) method is an efficient tool for approximation of an
integral with respect to a certain type of a probability measure. The method was developed among
physics researchers but later, it was implemented to the Bayesian statistics. Since then, the MCMC
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method has been one of the most popular tool for the evaluation of the complicated integral with
respect to the posterior distribution.

Let Py(dz) = pg(x)dx be a probability measure with the prior distribution p(df). The posterior
distribution p(df|z) is proportional to pg(x)p(df) under an observation x. Sometimes the posterior
distribution does not have a closed form that usually requires some kind of approximation. The
Markov chain Monte Carlo procedure results in a Markov chain 6(0),6(1), ... with invariant distri-
bution p(df|z). Under mild conditions, p(df|x) is well approximated by the empirical distribution of
6(0),6(1),...,0(m — 1). In many applications this strategy has great advantage compared to other
numerical integration methods and we experienced the MCMC revolution in the Bayesian statistics
in the past two decades.

The validity for this approximation is guaranteed by ergodicity of the Markov chain defined by
the MCMC procedure. Although there have been a lot of efforts to analyze convergence property
of MCMC, theories for a practical prediction until convergence are still under developing. The pro-
pose of the paper is to add a step for the prediction; we provide a tool for the identification of the
performance bottleneck with a matter of degree (ex. mild or severe).

It is not easy to perform theoretical comparison of two MCMC strategies for fixed n such as by
their operator norms. However it becomes much simpler if we let the sample size n — co. With
the similar mind to the effective sample size, we propose the order of degeneracy; we measure the
length between 6(i+1) and () from one iteration of a MCMC procedure and compare it to those as if
they were from i.i.d. sample from the posterior distribution. The order of degeneracy is the fraction
of the two lengths. For regular cases an MCMC procedure should have the order of degeneracy
d, = 1. On the other hand this value d,, tends to oo for non-regular cases. We apply the order of
degeneracy to the model for categorical data and show its efficiency such as simple probit model, the
normal ogive model and the cumulative probit model. These example shows that despite the name
of “non-regular”, it is common in practice.

By this properties, it is possible to identify performance bottlenecks of MCMC procedures. The
identification is quite important in practice since it can be drastically better by removing such bot-
tlenecks. In particular we discuss the effect of the fragility of parameter identifiability to the MCMC
procedures. Through these examples, we show that the order of degeneracy is useful tool for that
purpose.
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Abstract: The present paper deals with the modification in the ‘Original” Secretary problem. Here
the secretary problem is viewed from a different angle where there are two random variables simul-
taneously considered, one that is X, representing the real rank of the selected unit and the other that
is Y, representing the position at which we stop. The major modification here is to consider two char-
acteristics to be observed by the observer say X1 and X2 instead of only X, which forces the observer
to modify the selection process. Moreover the observer mixes the other versions in the same task and
goes on changing his priorities of selection rules and the quality of the unit to be selected. With these
the rule is developed to achieve the optimization.
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In the past eight years we have applied Dynamic Factor Analysis (DFA) to a diverse set of natural
and engineered systems to identify groups of environmental time series that exhibit similar behav-
iors and ask: “why do response variables (RVs) share similar traits?” Using DFA, we are often able
to identify explanatory variables (EVs) that help explain this shared variance, allowing us to build
Dynamic Factor Models (DFMs) of the system. DFMs are useful for: 1) generating hypotheses about
system behavior and thresholds; 2) informing future monitoring and modeling efforts; and 3) ex-
ploration of past and future system behavior. We have found DFA to be a powerful and structured
exploratory tool, facilitating multidisciplinary collaboration between engineers and physical/social
scientists investigating complex systems. We have recently taken an explicitly spatial approach to
assess how relationships between RVs and EVs change over time and space, improving our mecha-
nistic understanding of large and complex environmental systems. In studies of groundwater (Ka-
plan et al., 2010) and soil moisture (Kaplan and Mufioz-Carpena, 2011) in a forested floodplain, we
used DFA to identify how geomorphological characteristics (e.g., flood-plain elevation, distance from
river channel, distance upstream from river mouth) dictate the relative importance of hydrological
and meteorological forcings on the response variables. Building on this approach, in a study of vege-
tation change in southern Africa (Campo-Bescos et al., 2013), we applied DFA to ten years of monthly
MODIS-derived normalized difference vegetation index (NDVI) data and a suite of environmental
covariates. Critically, this analysis pointed to a transition in the importance of environmental drivers
on NDVI: precipitation and soil moisture were most important in grass-dominated, semi-arid re-
gions, while fire, evapotranspiration, and temperature were more critical in humid, tree-dominated
regions. Ongoing work on similar-scale vegetation changes in the Amazon Basin is further incor-
porating demographic and economic data (in addition to physical EVs) to describe changes in rain-
forest cover and structure. Large-scale applications in complex systems have required flexibility in
both model application and interpretation, and we have identified three considerations for applying
DFA in such systems. First, the large volume of remote sensing data available requires that investi-
gators make judicious and informed decisions on spatial or temporal aggregation of data (i.e., from
pixels or seconds to watersheds or months). Often, the appropriate scale of analysis is often not
know a priori, making it important for researchers to empirically test how the scale of analysis af-
fects model results. Second, the traditional approach to identifying “optimal” models uses a single
selection criterion (e.g., Akaike’s or Bayesian Information Criteria, AIC/BIC) to ensure parsimonious
model fitting. We have found these criteria to be insensitive or incomplete for large datasets and have
developed a multi-criteria objective consisting of: a) parsimony (minimizing AIC or BIC); b) global
model goodness-of-fit (GOF); c) improvement of GOF for worst-performing RVs; and d) reduction
in importance of CTs in the DFM. Finally, while DFA describes the behavior of a set of RVs, the fun-
damental issue of correlation vs. causation (central to most statistical approaches) remains. Thus in
future work we propose to compare previous DFA results with explicit causality tests (e.g., conver-
gent cross mapping) to assess the appropriateness of the DFMs developed. In all cases, we endorse
the utility of a multidisciplinary approach to ensure that DFA results are correctly interpreted and
applied in complex systems.
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Selection

Measures of divergence are used extensively in statistics in various fields. These measures are
classified in different categories and measure the quantity of information contained in the data with
respect to a parameter 6, the divergence between two populations or functions, the information we
get after the execution of an experiment and other important information according to the application
they are used for.

Measures of divergence between two probability distributions have a long history initiated by the
pioneer work of Pearson, Mahalanobis, Lévy and Kolmogorov. Among the most popular measures
of divergence are the Kullback-Leibler measure of divergence (Kullback and Leibler, 1951) and the
Csiszar’s ¢-divergence family of measures (Csiszar, 1963). A unified analysis has been provided by
Cressie and Read (1984) who introduced the power divergence family of statistics that depends on a
parameter a and is used for goodness-of-fit tests for multinomial distributions.

Measures of divergence can be used in statistical inference for estimating purposes, in the con-
struction of test statistics for tests of fit or in statistical modeling for the construction of model selec-
tion criteria like the Kullback-Leibler measure which has been used for the development of various
criteria. In Statistics, the problem of determining the appropriate distribution or the appropriate
model for a given data set is extremely important for reducing the possibility of erroneous infer-
ence. Additional issues are raised in biomedicine and biostatistics. Indeed, the existence of censor-
ing schemes in survival modelling makes the determination of the proper distribution or model an
extremely challenging problem. An important aspect is how to check validity of a specific model
assumption. In this work we are focusing on divergence measures that are based on a class of mea-
sures known as Csiszar’s divergence measures. In particular, we propose a class of goodness of fit
tests based on Csiszar’s class of measures designed for censored survival or reliability data. Further,
we derive the asymptotic distribution of the test statistic under simple and composite null hypothe-
ses as well as under contiguous alternative hypotheses. Simulations are furnished and real data are
analyzed to show the performance of the proposed tests for different ¢ —divergence measures.
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A reasonable definition of intrusion in a social network is: entering a community to which one
does not belong. This suggests that in a network, intrusion attempts may be detected by looking for
communication that does not respect community boundaries. This work evaluates a variety of ways
of representing and measuring the social information contained in the Internet network flow data,
and shows how to identify traffic sources that engage in (anti)social behaviour.

We find that traditional approaches to community identification operate at too coarse a level to
be useful for this problem. In contrast, a more useful approach is a local one, based on the idea of
a cut-vertex. We show that one can make the notion of cut-vertex more robust, in our context of
intrusion detection, by using metrics from the social network literature: clustering and betweenness.
We find that the use of social properties is more powerful than the use of source degree (cardinality),
in the sense that it allows detection of malicious low-degree sources that can not be detected by the
degree-based detector.

Having identified appropriate graph representations and appropriate socially-oriented metrics,
we form and evaluate a detection system for malicious sources. Despite the fact that the resulting
system operates on flow data (without content inspection), we show that the resulting system effec-
tively detects the vast majority of sources that the DShield logs identify (using content inspection).
This holds promise for the use of socially-based methods on data from core networks where many
more flows are visible than at network edges (where most intrusion detection systems operate).

Overall, our results suggest that community-based methods can offer an important additional
dimension for intrusion detection systems.
Acknowledgment. We are grateful to Johannes Ullrich and the SANS Institutefor making DShield logs avail-
able to us for thepurposes of this study. We also thank Michael Bailey and the IMS project members at the
University of Michigan for making their honeynet data available to us. This work was supported in part by
NSF grants CNS-0831427, CNS-0905186, CNS-1018266, CNS-1012910, and CNS-1117039. Any opinions, find-
ings, conclusions or other recommendations expressed in this material are those of the authors and do not
necessarily reflect the view of the NSF. Partial support was also provided by ONR award N000140910654.
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In recent years, the global coverage of data collected by satellite instruments has made it possible
to analyze environmental processes on a truly global scale. However, this requires spatial statistical

166



XXIX-th European Meeting of Statisticians, 2013, Budapest Katzfuss—Kehl

models that are valid on a spherical domain, that are highly flexible to reflect the homogeneity of the
globe, and that are computationally feasible to deal with the often massive satellite datasets.

For this purpose, we propose a parameterization of the nonstationary Matérn covariance function
that is suitable for the sphere. This covariance function can then be used for the so-called parent
process in the full-scale approximation, which combines a low-rank component and a tapered fine-
scale component to obtain a computationally feasible model that is close to the parent process. The
methodology is illustrated using satellite measurements of COs.
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Researchers specializing in philosophy and methodology have been arguing about the unequivo-
cal definition of and about the difference between the terms causality and predictability for decades.
The fact that these terms are applied so extensively is due to the popularity of easy-to-operationalize
tests that have widely proliferated in practical use. Authors of the related literature mention two
categories of the addressed phenomenon, referred to as strong and weak causality.

The source of weak causality, often cited as Granger causality, is the change of the expected value
of a time series caused by another time series. As the main difference between the two types of
causality, the focal point of our analysis in case of strong causality is not the change in the expected
value, but it is the change in the distribution of the process. While it is seldom challenging to directly
test weak causality by testing the parameters of the appropriate regression models, the challenge
becomes much more complex when it comes to analyzing the latter type of causality. This difficulty
is due to our restricted capabilities of testing the continuous distributions” independence. However,
if the values of the time series are discrete and have a binary nature, these hurdles are significantly
easier to overcome. Facing this particular type of problem by using an appropriate function, as
well as a logit or probit model, we obtain estimated conditional probabilities that are required to
decide about the existence of strong causality. By testing the parameters of the regression model, the
existence of causality (the lack of existence, to be more accurate) can be tested directly. This method
of causality testing was used by [Mosconi and Seri (2006)].

The purpose of this research, rooted in and inspired by these two authors, is twofold. First, our
goal is to investigate the available means of analyzing causality between time series that have three
or more “states”. Second, we are looking at the effect of continuous explanatory variables onto the set
of applicable methodologies. From another point of view, in certain economic or financial analyses,
it is sufficient if not desirable to only focus on more easily conceivable categories. Therefore, in these
cases the continuous data set can be reduced to a discrete problem by substituting concrete values
with categories such as “increase”, “decrease” or “stagnation”. This way, the presence of strong
causality can be verified or rejected, which would not be feasible if one was strictly committed to
working with the original, continuous data.

In this paper, we are introducing the aforementioned transformations that convert continuous

data into a testable structure, and we also present the test results of the extended model that we have
run on empirical data sets.
Acknowledgment. This research was partially supported by the Social Renewal Operational Programme, grant
No.: SROP-4.2.2.C-11/1/KONV-2012-0005, Well-being in the Information Society and the Hungarian Statisti-
cal Association (Magyar Statisztikai Tarsasag). The authors are particularly indebted to Gabor Rappai who
contributed to the development of some ideas in the paper.
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This talk is based on a case-study of the simple but potentially thematic problem of coupling
Brownian motion together with its local time at 0. This problem possesses its own intrinsic interest
as well as being closely related to the BKR coupling construction. Attention focusses on a simple
and natural immersed (co-adapted) coupling, namely the reflection / synchronized coupling. This
coupling can be shown to be optimal amongst all immersed couplings of Brownian motion together
with its local time at 0, in the sense of maximizing the coupling probability at all possible times, at
least when not started at pairs of initial points lying in a certain singular set. However numerical ev-
idence indicates that the coupling is not a maximal coupling, and is a simple but non-trivial instance
for which this distinction occurs. It is shown how the reflection / synchronized coupling can be
converted into a successful equi-filtration coupling, by modifying the coupling using a deterministic
time-delay and then by concatenating an infinite sequence of such modified couplings.

An application of these ideas is made to resolve affirmatively a question of Emery concerning
the filtration of the BKR diffusion (BKR=Benes-Karatzas-Rishel), namely whether coupling theory
can be applied to give a simple proof of the Brownian-ness of this filtration. The construction of an
explicit equi-filtration coupling of two copies of the BKR diffusion follows by a direct generalization,
although the proof of success for the BKR coupling requires somewhat more analysis than in the local
time case.
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In this talk I present some important contributions of Sdndor Csorgd to one of his favourite prob-
lems, to the St. Petersburg game.

The distribution of a St. Petersburg(c, p) random variable is P{X = r*/®} = ¢*~1p, k € N, where
g=1—-—p,pe(0,1)and o € (0,2). Let Xy, Xo, ... be an iid sequence of St. Petersburg(a, p) random
variables, and let .S,, denote their partial sum. The classical Doeblin — Gnedenko criterion implies that
there is no asymptotic distribution for (S,, — ¢,)/an, in the usual sense, whatever the centering and
norming constants are. However, asymptotic distributions do exist along subsequences of N. In the
classical case Martin-Lof [5] “clarified the St. Petersburg paradox’, showing that S, /2 —k converge in
distribution, as k — oco. Csorg6 and Dodunekova [3] showed that there are continuum different types
of asymptotic distributions of S,,/n — log, n along different subsequences. Later Csorgé [1] proved
the merging theorem sup,cg [P{Sn/n —logon < 2} — Gapn, (7)] — 0, where {Ga p~ tye(1/2,1 1S the
family of possible limit distributions, and 7, = n/2°%2"1 is a positional parameter. The optimality
of the merge rates was proved by short asymptotic expansions by Csorg6 [2]. These expansions are
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given in terms of suitably chosen members from the classes of subsequential semistable infinitely di-
visible asymptotic distribution functions and certain derivatives of these functions, where the classes
themselves are determined by the two parameters of the game.

Merging asymptotic expansions are established by Csorgé and Kevei [4] for the distribution func-
tions of suitably centered and normed linear combinations of winnings in a full sequence of gener-
alized St. Petersburg games, where a linear combination is viewed as the share of any one of n co-
operative gamblers who play with a pooling strategy. Surprisingly, it turns out that for a subclass
of strategies, not containing the averaging uniform strategy, our merging approximations reduce to
asymptotic expansions of the usual type, derived from a proper limiting distribution.
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A fundamental benefit conferred by medical treatments is to increase the health-related quality of
life (HRQoL) experienced by patients. Various descriptive systems exist to define a patient’s health
state, and we address the problem of assigning a HRQoL value to any given state in such a descriptive
system. Data derive from experiments in which individuals are asked to assign their personal values
to a number of health states.

We construct a Bayesian model that takes account of various important aspects of such data.
Specifically, we allow for the repeated measures feature that each individual values several different
states, and the fact that individuals vary markedly in their valuations, with some people consistently
providing higher valuations than others. We model the relationship between HRQoL and health
state nonparametrically.

We illustrate our method using data from an experiment in which 611 individuals each valued
up to 6 states in the descriptive system known as the SF-6D. Although the SF-6D distinguishes 18,000
different health states, only 249 of these were valued in this experiment. We provide posterior infer-
ence about the HRQoL values for all 18,000 states.
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This paper proposes new specification tests for dynamic models with discrete responses. In par-
ticular, we test the specification of the conditional distribution of multinomial and count data, which
is key to apply efficient maximum likelihood methods, to obtain consistent estimates of partial ef-
fects and to get appropriate predictions of the probability of future events. The traditional approach
is based on a continuation random transformation of discrete data which leads to continuous uniform
iid series under the true conditional distribution. Then standard specification testing techniques can
be applied to the transformed series, but the extra random noise involved in the continuation may
affect power properties of these methods. We investigate in this paper an alternative estimate of
a cumulative distribution function based only on discrete data which can be compared directly to
a continuous standard uniform cdf. We analyze the asymptotic properties of goodness-of-fit tests
based on this new approach and explore the properties in finite samples of a bootstrap algorithm
to approximate the critical values of test statistics which are model and parameter dependent. We
find that in many relevant cases our new approach performs much better than random-continuation
counterparts.

Acknowledgment. This research was supported by the the Spanish Ministry of Economy and Competitiveness,
grant No.: SEJ2007-62908.
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Many theoretical and practical works aim at describing the spatial structure of Europe. The spatial
relations have undergone continuous change, so their examination is always considered apposite. In
our study, we give an overview of models describing the spatial structure of Europe. We illustrate
their variegation by listing, without any claim to completeness a part of them. Our study aims at
describing the economic spatial structure of Europe with bidimensional regression analysis based
on gravitational model. With help of using the gravity shift-based model, we can clearly justify the
veracity of models of different methodological background based.
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The moment problem asks whether or not a given probability distribution is uniquely character-
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ized by the sequence of its moments. The existence of moment-indeterminate distributions has been
known since the late 19th century; however, first examples were often considered as mere mathe-
matical curiosities. Recent research has shown that the problem is more widespread than previously
thought. Specifically, distributions that are not determined by their moments arise in economics, no-
tably the modelling of economic size distributions, and also in mathematical finance and in actuarial
science.

Here we present several specific examples of moment-indeterminate distributions: the general-
ized lognormal distribution, a heavy-tailed distribution arising, for example, in the EGARCH model
of asset price volatility and in income distribution modelling, the Benini distribution, again a model
for the size distribution of income, and the Benktander distributions, which were proposed as claim
size distributions in actuarial science.

Conditions for moment (in)determinacy in these models are investigated, they sometimes depend
on values of parameters of the distributions. For those distributions that are moment-indeterminate
explicit examples of Stieltjes classes comprising moment-equivalent distributions are presented.
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A common feature of dynamical computer models is physical space displacement of space-time
features from field data. Specifically, the computer model may predict accurate spatial patterns that
show differences from observations as the result of improper geographical alignment. The tradi-
tional approach to correcting model discrepancy is to introduce an additive and/or multiplicative
bias. This traditional technique is unable to reward model settings exhibiting correct spatial patterns
which may be slightly displaced and thus can be at odds with expert judgement regarding model
accuracy. We introduce an alternative approach to model calibration in the presence of space-time
displacement discrepancy. Borrowing ideas from the image warping literature, we propose a nonlin-
ear deformation of the computer model that optimally aligns with observed images; probabilistically
this manifests as a transformation of model coordinate space with a variational penalty on the likeli-
hood function. We apply the approach to a dynamical magnetosphere-ionosphere computer model
that exhibits challenging displacement discrepancies, and successfully identify a region of input pa-
rameter space that simultaneously minimizes model error and discrepancy from field data.
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Some areas of statistical learning, among which are text processing, computer tomography, and
market basket analysis, employ feature selection procedures. A feature can be seen as a categorical
variable, an indicator of a characteristic. A common property of a set of objects can be expressed by
a combination of features.

Modeling associations of features of a finite set of objects can be implemented within the relational
model framework proposed in [3]. Under such a model, the log probability of a cell (an object) is
equal to the sum of the parameters each associated with a combination of cells.
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Relational models under which all objects in the sample space have a common characteristic are
said to have an overall effect. Such models are regular exponential families, and the standard theory
of maximum likelihood estimation applies. In order to compute the MLE in such models, iterative
proportional fitting (IPF) or its generalizations, for example, Generalized Iterative Scaling (GIS) [1],
and Improved Iterative Scaling (IIS) [2] can be used.

However, under some relational models describing associations of features, there is no character-
istic that is common to all objects. The assumption of the overall effect is not feasible, and the lack of
presence of overall effect cannot be changed by a re-parameterization. Models for probabilities with-
out the overall effect are curved exponential families. The observed totals of the subsets of objects
with a common feature, although sufficient statistics, are preserved by the MLE only up to a constant
of proportionality, called the adjustment factor. Neither GIS nor IIS account for the presence of the
adjustment factor; if applied to a model without the overall effect, these algorithms do not converge
or may converge to a vector of probabilities that do not sum to 1.

In this talk, a generalization of IPF that can be used for models without the overall effect is pre-
sented and illustrated with an example. The algorithm complements the IPF core with a stepwise
selection of the adjustment factor. The proof of convergence, based on minimizing the Bregman
distance, is briefly discussed.
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In recent years, frequentist evaluation of Bayesian approaches to nonparametric models has en-
joyed much attention. One of the important aspects studied in the literature is asymptotic efficiency
of Bayesian semiparametric methods. The general question concerns a nonparametric model indexed
by two parameters: a finite-dimensional parameter of interest, and an infinite-dimensional nuisance
parameter; the exclusive interest goes to the estimation of the former. Asymptotically, regularity of
the estimator combined with the Cramér—-Rao bound in the Gaussian location model that forms the
limit experiment fixes the rate of convergence to n~'/2 and poses a bound to the accuracy of regular
estimators expressed, e.g., through Hajék’s convolution and asymptotic minimax theorems.

In Bayesian context, efficiency of estimation is best captured by a so-called Bernstein—von Mises
limit. Just like frequentist parametric theory for regular estimates extends quite effortlessly to reg-
ular semiparametric problems, semiparametric extensions of Bernstein-von Mises-type asymptotic
behavior of posteriors can be obtained without essential problems. Although far from developed
fully, some general considerations of Bayesian semiparametric efficiency, as well as model- and/or
prior-specific derivations of the Bernstein—-von Mises limit exist in the literature. Some authors even
consider infinite-dimensional limiting posteriors (notwithstanding the objections raised in the past).
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However, not all estimators are regular. The quintessential example calls for estimation of a point
of discontinuity of a density: to be a bit more specific, consider an almost-everywhere differentiable
Lebesgue density on R that displays a jump at some point § € R; estimators for  exist that converge
at rate n~! with exponential limit distributions.

We consider estimation of a parameter of interest # based on a sample Xji,..., X, distributed
iid. according to some unknown Py, ,,, where 7 denotes the nuisance parameter. We shed some
light on the behavior of marginal posteriors for the parameter of interest in semiparametric, irreg-
ular estimation problems, through a study of the Bernstein—-von Mises phenomenon. The models
considered in this talk exhibit a weakly converging expansion of the likelihood called local asymptotic
exponentiality (LAE), to be compared with local asymptotic normality in regular problems. This type
of asymptotic behavior of the likelihood is expected to give rise to a (negative-)exponential marginal
posterior satisfying the irregular Bernstein—-von Mises limit:

sup| Ty (h € A | X1, Xa) = Bxpy o, (4) [0,
A

””\/QOWO

where h = n(6 — 6p), Exp, , denotes the negative exponential distribution supported on (—oo, A]
with the scale parameter v, and the random sequence A,, converges weakly to exponentiality. Like
in the regular case, the above limit allows for the asymptotic identification of credible sets with con-
fidence intervals associated with the maximum likelihood estimator. The constant v, ,, determines
the scale in the limiting exponential distribution and, as such, the width of credible sets. In this talk,
we present general sufficient conditions on model and prior to conclude that the above limit obtains.

The main theorem is applied in two semiparametric LAE example models. The first is an exten-
sion of a problem of estimation of the shift parameter in the family of exponential distributions with
a fixed scaled parameter, and the latter includes a problem of estimation of the scale parameter in the
family of uniform distributions [0, A], (A > 0).

Bayesian Inference in Cyclostationary Time Series Model with 0CS26

Missing Observations Resampling
Nonstat

OSKAR KNAPIK*f T.S.

“Department of Statistics, Cracow University of Economics, Cracow, Poland

femail: knapiko@uek.krakow.pl 233:0skarKnapik.tex,session:0C526

In recent years, there is a growing interest in modelling nonstationary time series. Periodically
correlated, almost periodically correlated, cyclostationary time series form important examples of
such models. The survey of Gardner, Napolitano, Paura (2006) is quoting over 1500 different pa-
pers recently published that are dedicated to cyclostationarity. Almost periodically correlated (APC)
time series have found applications in various areas such as econometrics, signal processing, com-
munications and biology. The purpose of this paper is to provide Bayesian inference for such signals
within parametric statistical model. The statistical inference is based on the Markov Chain Monte
Carlo (MCMC) methods. In particular, data augmentation technique supported by the Metropilis-
Hastings within Gibbs sampler algorithm is proposed to conduct Bayesian inference for unknown
quantities of the model. The whole is complemented with simulations.

173



CS6B
Funct.

Est., Re-
oty KEITH KNIGHT*'

CS5C

Knight—Kock XXIX-th European Meeting of Statisticians, 2013, Budapest

Regularizing Linear Programming Estimation for Nonregular
Regression Models

*University of Toronto, Toronto, Canada
femail: keith@utstat.toronto.edu 234:KeithKnight.tex,session:CS6B

We will consider estimation in regression models where the errors are non-regular; examples
include models with positive errors, bounded errors, and errors whose densities have jump dis-
continuities. In such models, estimation based on linear programming arises naturally and, under
appropriate regularity conditions, the resulting estimators typically converge in distribution to the
solution of a linear program whose constraints are a random set determined by a Poisson process.
However, if the errors are sufficiently non-homogeneous, linear programming estimation will break
down in the sense that it will not be able to attain its optimal convergence rate. In this talk, we will
discuss regularizing linear programming estimation using simple quadratic penalization in order to
recover the optimal convergence rate as well as some computational methods.
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When building a statistical model one of the first decisions one has to make is which variables are
to be included in the model and which are to be left out. Since high-dimensional data sets are becom-
ing increasingly available, the last 10-15 years has witnessed a great deal of research into procedures
that can handle such data sets. In particular, a lot of attention has been given to penalized estimators.
The Lasso is probably the most prominent of these procedures and a lot of research has focussed on
investigating the theoretical properties of it. The Lasso-type procedures have become popular since
they are computationally feasible and perform variable selection and parameter estimation at the
same time.

However, most focus in the literature has been on the standard linear regression model. In this
paper we shall investigate the properties of the Lasso and the adaptive Lasso in the linear fixed effects
panel data model

yi,t:x;tﬁ*—i—cj—i—ew, t=1,...,N, t=1,...,T (1)

where z;; is a py, X 1 vector of covariates where py 7 is indexed by N and 7' to indicate that the
number of covariates can increase in the sample size (/N and 7). In the sequel we shall omit this
indexation. N is often interpreted as the number of individuals sampled while 7" is the number of
periods in which each person is sampled. The individuals will be assumed independent while no
restrictions are made on the dependence of the variables over time for each individual. The ¢;s are
the unobserved time homogeneous heterogeneitys while ¢; ; are the error terms. z; ; might be a very
long vector — potentially much longer than the sample size. On the other hand, only a few of the
variables in z; ; might be relevant for explaining y; ; meaning that the vector 5* is sparse.

Oftentimes the unobserved heterogeneity c; ; is simply removed by a differencing or demeaning
procedure. However, just like 8%, ¢* = (¢y, ..., cy) might be a (sparse) vector and hence it is our goal
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to investigate the properties of the Lasso for fixed effects panel models. We shall see that the Lasso
can estimate the two parameter vectors almost as precisely as if the true sparsity pattern had been
known and only the relevant variables had been included from the outset. In particular, we

1. provide nonasymptotic oracle inequalities for the estimation error of the Lasso for 8* and c*
under different sets of assumptions on the covariates and the error terms. More precisely, for a
given sample size we provide upper bounds on the estimation error which hold with at least a
certain probability.

2. show that our bounds are optimal in the sense that they can at most be improved by a multi-
plicative constant.

3. use the nonasymptotic bounds to give a set of sufficient conditions under which the Lasso
estimates 8* and c* consistently in high-dimensional models. We also give conditions under
which Lasso does not discard any relevant variables.

4. establish nonasymptotic lower bounds on the probability with which the adaptive Lasso un-
veils the correct sparsity pattern.

5. use the nonasymptotic bounds to give conditions under which the adaptive Lasso detects the
correct sparsity pattern asymptotically.
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Let Z! and Z? be two Itd semimartingales. In general the quadratic covariation of Z! and Z?
consists of two sources; the continuous martingale parts and the co-jumps of the semimartingales. In
this talk we will focus on disentangling these two components of the quadratic covariation of Z* and
Z? by using high-frequency observation data.

Let (S%);cz, and (17);cz, each are observation times of Z! and Z? respectively. We assume that
the observation data Z' = (Z1,)icz, and Z? = (Z2,);ez, of Z' and Z? are contaminated by some
noise, that is, Z§, = Zi, + Ug, and Z3,, = Z2, + UZ,. Here the observation noise (U}, )iez, and
(U%j )jez.. are known as market microstructure noise in econometrics. Our aim is to estimate the in-
tegrated covariance of Z! and Z2 (i.e. the quadratic covariation of the continuous martingale parts of
them) from the observation data Z! and Z?. There are mainly three difficulties in this problem: sep-
arating the jumps, removing the noise and dealing with the nonsynchronicity of observation times.
On separating the jumps there exist two techniques popular among the literature: one is the bipower
technique (proposed in [1]) and the other is the thresholding technique (proposed in [3] and [5]). In the
present situation, however, the former cannot be applied due to the nonsynchronicity. The latter also
cannot be applied directly because the observed returns are too noisy. To overcome this issue, we first
implement the pre-averaging procedure (proposed in [4]) for removing the noise, and after that we ap-
ply the thresholding technique for separating the jumps. Finally, by using the Hayashi-Yoshida method
(proposed in [2]) that enables us to deal with the nonsynchronicity, we construct a new estimator for
the integrated covariance.

We will show the asymptotic mixed normality of this estimator under some mild conditions al-
lowing infinite activity jump processes with finite variations, some dependency between the sam-
pling times and the observed processes as well as a kind of endogenous observation errors.
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Available methods for joint modelling of longitudinal and survival data typically have only one
failure type for the time to event outcome. We extend the methodology to allow for competing
risks data. When there are several reasons why the event can occur, or some informative censoring
occurs, it is known as ‘competing risks’. We fit a cause-specific hazards sub-model to allow for
competing risks, with a separate latent association between longitudinal measurements and each
cause of failure. The method is applied to data from the SANAD (Standard And New Antiepileptic
Drugs) trial of anti-epileptic drugs (AEDs), as a means of investigating the effect of drug titration on
the relative effects of AEDs Lamotrigine and Carbamazepine on treatment failure.
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Consider the bounded regression framework with random design and a finite class F' of regres-
sion functions, called a dictionary. The aim in aggregation theory is to construct procedures having
a risk at least as good as the best element in the dictionary. For that, we want to prove exact oracle
inequalities : given a risk function R(-), we want to construct a procedure f,, such that with high
probability

R(f,) < min R(f) + residue
fer

where the residual term should be as small as possible. For the quadratic risk, the residual term
should be of the order of (log|F|)/n. So far there has been two optimal aggregation procedures
achieving this rate (in deviation):

1. the “selection-convexification” method of G. Lecué and S. Mendelson (cf. [3]),

2. the “star” algorithm of J.-Y. audibert (cf. [1]).
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In this talk, I will in particular prove that the “Q-aggregation” method of P. Rigollet (cf. [6, 2]) ini-
tially introduced in the Gaussian regression model with fixed design provides a third optimal way of
aggregating experts in our setup. This optimality result holds for any risk associated with a Lipschitz
and strongly convex loss function. I will also prove that a prior probability measure can be assigned
to all of the elements in the dictionary and that the ()-aggregation procedure can take into account
this prior (cf. [4]).

I will also speak about the convex aggregation problem where the aim is to mimic the best element
in the convex hull of F'. For this problem, I will prove that empirical risk minimization is optimal (cf.
[5D.

We will then finish the talk by introducing some open problems related to the optimality of em-
pirical risk minimization and the geometry of the model.
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Investigating how stochastic systems respond to parameter perturbations is an important ele-
ment to utilise stochastic models in biomolecular sciences as they constitute a natural a framework to
represent intracellular dynamics. I will present a statistical framework that allows for inference of ki-
netic parameters of such systems, efficient computation of the Fisher Information and quantification
of their information transmission capacity. The framework is based on the Linear Noise Approxima-
tion. It allows for a comprehensive analysis of stochastic models by means of ordinary differential
equations only. The main aim of the talk will be to present developed statistical theory , and present
examples demonstrating the potential of these methods.
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The model is as follows. For each k,j € Z; and i,/ € {1,2}, the number of individuals of type
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i inthe k' generation will be denoted by X} ;, the number of type ¢ offsprings produced by the
7" individual who is of type